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A B S T R A C T

Structural instability leads to misleading inference and imprecise prediction of time series models that assume stationarity. We propose a model-free consistent test for structural change in regression by testing the instability of the Fourier transform of data. This novel approach avoids smoothed nonparametric estimation of the unknown regression function and so is free of the "curse of dimensionality" problem. Unlike the existing literature, we allow for endogenous and discrete regressors. By using a proper choice of weighting functions for the transform parameters in the Fourier transform, we avoid numerical integration so that our test statistic is easy to compute. Our test statistic has a convenient asymptotic \( N(0, 1) \) distribution under the null hypothesis of no structural change and is consistent against a large class of smooth structural changes as well as abrupt structural breaks with unknown break dates. A Monte Carlo study and an empirical application show that our test performs reasonably well in finite samples.
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1. Introduction

Nonlinearity often exists in economic time series data and various nonlinear time series models have been proposed to capture different forms of nonlinearity. Examples include the threshold model (Tong, 1990), the smooth transition model (Teräsvirta, 1994), the Markov regime-switching model (Hamilton, 1989), the artificial neural network model (White, 1989), the functional coefficient model (Cai et al., 2000), and the nonlinear factor model (Bai and Ng, 2008). These nonlinear models can fit a sample reasonably well, but they often perform poorly in out-of-sample prediction (see, e.g., De Gooijer and Kumar, 1992; Clements et al., 2004; González-Rivera and Lee, 2009). Teräsvirta et al. (2010) attribute the failure of nonlinear time series models in out-of-sample prediction to the change of nonlinear features detected in-sample. They argue that only when the nonlinearity documented in-sample also exists in the forecasting period will a nonlinear time series model outperform
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a linear time series model in out-of-sample prediction. However, the nonlinearity detected in-sample could change or even disappear out-of-sample, causing misleading inference and imprecise prediction.

Economic relationships may suffer from structural change due to changing economic environments such as shocks, new policies, preference changes, technological progress, etc. When the time span is long, it is likely that a time series econometric model becomes unstable over time. Many studies have investigated the impact of structural changes on modeling, inference, and prediction (see, e.g., Welch and Goyal, 2008; Stock and Watson, 2009). For any nonlinearity detected in-sample, there exist two possibilities: either the data generating process (DGP) is nonlinear and time-invariant, or the DGP varies over time. Both scenarios can generate similar nonlinear patterns in the data, but their implications on modeling, inference, and prediction are quite different. Therefore it is important for a researcher to detect whether the underlying economic relationship is time-invariant before he or she uses any time series model. This paper proposes a model-free consistent test for structural change in regression so that it can be used to distinguish structural change from nonlinearity and/or model misspecification, among many other things.


Tests developed under a parametric framework are valid only when a model is correctly specified. However, economic theory usually does not suggest any concrete functional form for the regression function. When a parametric regression model is misspecified, a rejection of stability could be caused by model misspecification, rather than structural changes. To avoid this drawback, we use a nonparametric approach that does not assume any parametric functional form for the regression function. We emphasize that Hidalgo (1995) has pioneered to propose a nonparametric conditional moment test for structural change in regression. Su and Xiao (2008) propose CUSUM-type tests for structural change in a nonparametric time series regression model that allows nonstationary covariates. Su and White (2010) consider testing for structural change in a partially linear regression model. Vogt (2015) also proposes a nonparametric test for structural change in regression by checking whether the shape of a regression function is stable over time, which, to our knowledge, is the only consistent test for structural change in a nonparametric regression model in the existing literature. All of these tests can detect instability of an unknown regression function without model misspecification. However, the existing approaches require smoothed nonparametric estimation of the regression function, so they suffer from the notorious “curse of dimensionality” problem at least in finite samples, especially when the dimension of regressors is high. Also, they restrict regressors to be exogenous and continuous and require to use higher order kernels. When the covariates are endogenous or discrete, no existing test is available to detect structural changes in the unknown regression function.

This paper contributes to the literature on testing for structural change in an unknown regression function in several directions. First, unlike the existing tests, we use a Fourier transform approach that avoids nonparametric estimation of the regression function. As a result, our approach is free of the “curse of dimensionality” problem. This is achieved by testing instability of the Fourier transform of the unknown regression function. The idea of using the Fourier transform to deal with the curse of dimensionality has been used in the literature. For instance, Su and White (2007), and Wang and Hong (2017) propose characteristic function-based tests for conditional independence. Hong et al. (2017) test for strict stationarity via nonparametric smoothing of the joint characteristic function over time. In this paper, we first transform the unknown regression function to the frequency domain and then estimate the time-varying Fourier transform via nonparametric smoothing over a rescaled univariate time index. As a result, our test is asymptotically more efficient than Vogt’s (2015) consistent test for structural change under a class of local alternatives. Although our test is asymptotically less powerful than the nonparametric tests of Hidalgo (1995) and Su and Xiao (2008) under certain smooth local alternatives, it is a consistent test under a large class of global alternatives, and it is asymptotically more powerful under a class of nonsmooth local alternatives. Furthermore, since we avoid nonparametric estimation of the unknown regression function, we allow regressors to be continuous, discrete or a mixture of both. In contrast, Hidalgo (1995), Su and Xiao (2008), and Vogt (2015) all require regressors to be continuous and impose certain smoothness conditions on the density functions.

Second, we allow for both exogenous and endogenous covariates. In contrast, all of the existing nonparametric tests require exogenous covariates. Nonparametric regression with endogeneity has drawn increasing attention in the literature (see, e.g., Newey et al., 1999; Ai and Chen, 2003; Newey and Powell, 2003; Hall and Horowitz, 2005; Blundell et al., 2007; Horowitz, 2011; Darolles et al., 2011). By using the Fourier transform of the unknown regression function, we avoid solving the “ill-posed” inverse problem in nonparametric instrumental variable estimation. Our test can serve as a pre-test for instability of the unknown regression function before using any nonparametric instrumental variable estimation. This greatly expands the literature since all of the existing nonparametric structural change tests are only applicable to a regression with exogeneity.

Third, to ensure the consistency of our test against both smooth structural changes and abrupt structural breaks, we have to integrate a transform parameter vector whose dimension is the same as that of covariates or instruments. That is
computationally challenging when the dimension of covariates is high. However, the computational burden can be greatly alleviated by using a proper weighing function for the transform parameter. We discuss weighting functions that avoid numerical integration. An example is the joint standard normal density function used by Hong et al. (2017) in testing strict stationarity. Finally, our test statistic is asymptotically pivotal and has a convenient asymptotic null distribution. An example is the joint standard normal density function used by Hongetal. (2017) in testing strictly computationally challenging when the dimension of covariates is high. However, the computational burden can be greatly alleviated by using a proper weighing function for the transform parameter. We discuss weighting functions that avoid numerical integration. An example is the joint standard normal density function used by Hong et al. (2017) in testing strict stationarity. Finally, our test statistic is asymptotically pivotal and has a convenient asymptotic null distribution. An example is the joint standard normal density function used by Hongetal. (2017) in testing strictly computationally challenging when the dimension of covariates is high. However, the computational burden can be greatly alleviated by using a proper weighing function for the transform parameter. We discuss weighting functions that avoid numerical integration. An example is the joint standard normal density function used by Hong et al. (2017) in testing strict stationarity. Finally, our test statistic is asymptotically pivotal and has a convenient asymptotic null distribution. An example is the joint standard normal density function used by Hongetal. (2017) in testing strictly computationally challenging when the dimension of covariates is high. However, the computational burden can be greatly alleviated by using a proper weighing function for the transform parameter. We discuss weighting functions that avoid numerical integration. An example is the joint standard normal density function used by Hong et al. (2017) in testing strict stationarity. Finally, our test statistic is asymptotically pivotal and has a convenient asymptotic null distribution. An example is the joint standard normal density function used by Hongetal. (2017) in testing strictly computationally challenging when the dimension of covariates is high. However, the computational burden can be greatly alleviated by using a proper weighing function for the transform parameter. We discuss weighting functions that avoid numerical integration. An example is the joint standard normal density function used by Hong et al. (2017) in testing strict stationarity. Finally, our test statistic is asymptotically pivotal and has a convenient asymptotic null distribution. An example is the joint standard normal density function used by Hongetal. (2017) in testing strictly computationally challenging when the dimension of covariates is high. However, the computational burden can be greatly alleviated by using a proper weighing function for the transform parameter. We discuss weighting functions that avoid numerical integration. An example is the joint standard normal density function used by Hong et al. (2017) in testing strict stationarity. Finally, our test statistic is asymptotically pivotal and has a convenient asymptotic null distribution. An example is the joint standard normal density function used by Hongetal. (2017) in testing strictly computationally challenging when the dimension of covariates is high. However, the computational burden can be greatly alleviated by using a proper weighing function for the transform parameter. We discuss weighting functions that avoid numerical integration. An example is the joint standard normal density function used by Hong et al. (2017) in testing strict stationarity. Finally, our test statistic is asymptotically pivotal and has a convenient asymptotic null distribution. An example is the joint standard normal density function used by Hongetal. (2017) in testing strictly computationally challenging when the dimension of covariates is high. However, the computational burden can be greatly alleviated by using a proper weighing function for the transform parameter. We discuss weighting functions that avoid numerical integration. An example is the joint standard normal density function used by Hong et al. (2017) in testing strict stationarity. Finally, our test statistic is asymptotically pivotal and has a convenient asymptotic null distribution. An example is the joint standard normal density function used by Hongetal. (2017) in testing strictly computationally challenging when the dimension of covariates is high. However, the computational burden can be greatly alleviated by using a proper weighing function for the transform parameter. We discuss weighting functions that avoid numerical integration. An example is the joint standard normal density function used by Hong et al. (2017) in testing strict stationarity. Finally, our test statistic is asymptotically pivotal and has a convenient asymptotic null distribution. An example is the joint standard normal density function used by Hongetal. (2017) in testing strictly computationally challenging when the dimension of covariates is high. However, the computational burden can be greatly alleviated by using a proper weighing function for the transform parameter. We discuss weighting functions that avoid numerical integration. An example is the joint standard normal density function used by Hong et al. (2017) in testing strict stationarity. Finally, our test statistic is asymptotically pivotal and has a convenient asymptotic null distribution. An example is the joint standard normal density function used by Hongetal. (2017) in testing strictly computationally challenging when the dimension of covariates is high. However, the computational burden can be greatly alleviated by using a proper weighing function for the transform parameter. We discuss weighting functions that avoid numerical integration. An example is the joint standard normal density function used by Hong et al. (2017) in testing strict stationarity. Finally, our test statistic is asymptotically pivotal and has a convenient asymptotic null distribution. An example is the joint standard normal density function used by Hongetal. (2017) in testing strictly computationally challenging when the dimension of covariates is high. However, the computational burden can be greatly alleviated by using a proper weighing function for the transform parameter. We discuss weighting functions that avoid numerical integration. An example is the joint standard normal density function used by Hong et al. (2017) in testing strict stationarity. Finally, our test statistic is asymptotically pivotal and has a convenient asymptotic null distribution. An example is the joint standard normal density function used by Hongetal. (2017) in testing strictly computationally challenging when the dimension of covariates is high. However, the computational burden can be greatly alleviated by using a proper weighing function for the transform parameter. We discuss weighting functions that avoid numerical integration. An example is the joint standard normal density function used by Hong et al. (2017) in testing strict stationarity. Finally, our test statistic is asymptotically pivotal and has a convenient asymptotic null distribution. An example is the joint standard normal density function used by Hongetal. (2017) in testing strictly computationally challenging when the dimension of covariates is high. However, the computational burden can be greatly alleviated by using a proper weighing function for the transform parameter. We discuss weighting functions that avoid numerical integration. An example is the joint standard normal density function used by Hong et al. (2017) in testing strict stationarity. Finally, our test statistic is asymptotically pivotal and has a convenient asymptotic null distribution. An example is the joint standard normal density function used by Hongetal. (2017) in testing strictly computationally challenging when the dimension of covariates is high. However, the computational burden can be greatly alleviated by using a proper weighing function for the transform parameter. We discuss weighting functions that avoid numerical integration. An example is the joint standard normal density function used by Hong et al. (2017) in testing strict stationarity. Finally, our test statistic is asymptotically pivotal and has a convenient asymptotic null distribution. An example is the joint standard normal density function used by Hongetal. (2017) in testing strictly computationally challenging when the dimension of covariates is high. However, the computational burden can be greatly alleviated by using a proper weighing function for the transform parameter. We discuss weighting functions that avoid numerical integration. An example is the joint standard normal density function used by Hong et al. (2017) in testing strict stationarity. Finally, our test statistic is asymptotically pivotal and has a convenient asymptotic null distribution. An example is the joint standard normal density function used by Hongetal. (2017) in testing strictly computationally challenging when the dimension of covariates is high. However, the computational burden can be greatly alleviated by using a proper weighing function for the transform parameter. We discuss weighting functions that avoid numerical integration. An example is the joint standard normal density function used by Hong et al. (2017) in testing strict stationarity. Finally, our test statistic is asymptotically pivotal and has a convenient asymptotic null distribution. An example is the joint standard normal density function used by Hongetal. (2017) in testing strictly computationally challenging when the dimension of covariates is high. However, the computational burden can be greatly alleviated by using a proper weighing function for the transform parameter. We discuss weighting functions that avoid numerical integration. An example is the joint standard normal density function used by Hong et al. (2017) in testing strict stationarity. Finally, our test statistic is asymptotically pivotal and has a convenient asymptotic null distribution. An example is the joint standard normal density function used by Hongetal. (2017) in testing strictly computationally challenging when the dimension of covariates is high. However, the computational burden can be greatly alleviated by using a proper weighing function for the transform parameter. We discuss weighting functions that avoid numerical integration. An example is the joint standard normal density function used by Hong et al. (2017) in testing strict stationarity. Finally, our test statistic is asymptotically pivotal and has a convenient asymptotic null distribution. An example is the joint standard normal density function used by Hongetal. (2017) in testing strictly computationally challenging when the dimension of covariates is high. However, the computational burden can be greatly alleviated by using a proper weighing function for the transform parameter. We discuss weighting functions that avoid numerical integration. An example is the joint standard normal density function used by Hong et al. (2017) in testing strict stationarity. Finally, our test statistic is asymptotically pivotal and has a convenient asymptotic null distribution. An example is the joint standard normal density function used by Hongetal. (2017) in testing strictly computationally challenging when the dimension of covariates is high. However, the computational burden can be greatly alleviated by using a proper weighing function for the transform parameter. We discuss weighting functions that avoid numerical integration. An example is the joint standard normal density function used by Hong et al. (2017) in testing strict stationarity. Finally, our test statistic is asymptotically pivotal and has a convenient asymptotic null distribution. An example is the joint standard normal density function used by Hongetal. (2017) in testing strictly
3.1. Consistent estimation for $\phi_t(u)$

Given a time series sample $\{Y_t, X_t, Z_t\}_{t=1}^T$, we first construct consistent estimators for $\phi_t(u)$ and $\phi_0(u)$. Under $\mathbb{H}_0$, $\phi_t(u) = \phi_0(u)$, which is constant over time. We can estimate $\phi_0(u)$ consistently by its sample analog based on the whole sample:

$$\hat{\phi}_0(u) = \frac{1}{T} \sum_{t=1}^T Y_t e^{iuZ_t}.$$  

Throughout this paper, we assume

$$g(X_t) = g \left( X_t, \frac{t}{T} \right),$$

for some function $g(\cdot, \cdot) : \mathbb{R}^d \times [0, 1] \to \mathbb{R}$. We require $g(X_t)$ be a function of normalized time ratio $t/T$, rather than $t$. This implies $\phi_t(u) = \phi(u, t/T)$ for some complex-valued function $\phi(\cdot, \cdot)$. We use the local stationarity (e.g., Dahlhaus, 1996) to characterize the instability of the relationship between $X_t$ and $Y_t$ caused by smooth structural changes. The reason that we rescale time $t$ to a finer grid on $[0, 1]$ is to ensure that the amount of data increases around each time point $t$ as the sample size $T \to \infty$. This is necessary for the consistency of $\phi_t(u)$. Under $\mathbb{H}_A$, we assume that for each $u$, $\phi(u, t/T)$ is a twice continuously differentiable function of $t/T$ except for a set of a finite number of points on $[0, 1]$. This set of points represents abrupt structural breaks in $g(X_t, t/T)$, with unknown break dates. Our test can thus detect instability caused by both abrupt breaks and smooth changes; see Chen and Hong (2012) for detailed discussion.

Next, we construct a consistent nonparametric estimator for $\phi_t(u)$. Consider the following pseudo regression:

$$Y_t e^{iuZ_t} = \phi_t(u) + \epsilon_t(u),$$

where $\phi_t(u) = E(Y_t e^{iuZ_t})$ can be regarded as the mean of the dependent variable $Y_t e^{iuZ_t}$ at each time $t$, and $\epsilon_t(u) = Y_t e^{iuZ_t} - \phi_t(u)$ is a generalized disturbance with $E(\epsilon_t(u)) = 0$ for all $u \in \mathbb{R}^d$. From (6), we show that $\phi_t(u)$ can be viewed as a pseudo conditional mean function of $Y_t e^{iuZ_t}$ on time $t$. Therefore, we can estimate it consistently by the Nadaraya–Watson (NW) estimator or the local linear (LL) estimator.

The LL estimator has an advantage over the NW estimator in the boundary region under $\mathbb{H}_A$, because the bias of the LL smoothing in the boundary region is of the same order of magnitude as that in the interior region. However, the scales in the boundary and the interior regions are different. Let $K_0(z) = h^{-1} K(z/T)$, where $K : [-1, 1] \to \mathbb{R}$ is a kernel function and $h \equiv h(T)$ is a bandwidth such that $h \to 0$ and $T h \to \infty$ as $T \to \infty$. As shown in Cai (2007), the asymptotic bias of the LL estimator in the boundary region is proportional to $h^2 b(c)$ where $b(c) = \int_{-c}^c \eta^2 K(\eta) d\eta$, for $j = 1, 2, 3$, and $c \in [0, 1]$, rather than $h^2 \int_{-c}^c \eta^2 K(\eta) d\eta$ in the interior region. Moreover, the asymptotic variance in the boundary region is larger than that in the interior region, which would further complicate the form of our test statistic. We want to avoid trimming the data since the boundary regions $[1, \lfloor T/2 \rfloor] \cup [T - \lfloor T/2 \rfloor, T]$ contain abundant information in finite samples, where $\lfloor T/2 \rfloor$ denotes the integer part of $T/2$. Therefore, we follow Chen and Hong (2012) to use the reflection method which is first introduced by Hall and Wehrly (1991) to construct pseudo data $(Y_t, X_t) = (Y_{-t}, X_{-t})$ for $t \in [1, \lfloor T/2 \rfloor]$ and $(Y_t, X_t) = (Y_{2T-t}, X_{2T-t})$ for $t \in [T + 1, T + \lfloor T/2 \rfloor]$. We then use the union of the original data and the pseudo data to construct our test statistic. This method ensures that the bias in the boundary region is of the same form as that in the interior region because we have symmetric coverage of observations in the boundary regions when the augmented data is used.
Specifically, the NW estimator for $\phi_t(u)$ with the reflection method is defined as
\[
\hat{\phi}^\text{NW}_t(u) = \sum_{s=-T}^{t+T} Y_s e^{iuZ_s}H^\text{NW}_t,
\]
where $H^\text{NW}_t = \sum_{s=-T}^{T} K_h(\frac{s-t}{T})^2$.

Alternatively, we can estimate $\phi_t(u)$ using the LL estimator $\hat{\phi}^\text{LL}_t(u)$. Let $\beta_{T}(u, t) = [\beta_{T, 1}(u, t), \beta_{T, 2}(u, t)]'$ be a $2 \times 1$ complex-valued vector such that $\beta_{T, 1}(u, t) = \phi_t(u)$, and $\beta_{T, 2}(u, t) = \hat{\phi}_t(u)$. By the Taylor expansion, for any fixed point $\frac{t}{T} \in [0, 1]$, we have
\[
\phi_t(u) = \beta_{T, 1}(u, t) + \beta_{T, 2}(u, t) \left( \frac{s - t}{T} \right) + O\left( \left( \frac{s - t}{T} \right)^2 \right).
\]
If $\beta_{T}(u, t)$ is the LL estimator, then
\[
\begin{bmatrix}
\hat{\beta}_{T, 1}(u, t) \\
\hat{\beta}_{T, 2}(u, t)
\end{bmatrix}
= \arg\min_{\beta_T(u, t) \in \mathbb{C}^2} \sum_{s=-T}^{t+T} \left| Y_s e^{iuZ_s} - \beta_{T, 1}(u, t) - \beta_{T, 2}(u, t) \left( \frac{s - t}{T} \right) \right|^2 K_h \left( \frac{s - t}{T} \right).
\]

It is straightforward to show that the solution to (7) is given by
\[
\begin{bmatrix}
\hat{\beta}_{T, 1}(u, t) \\
\hat{\beta}_{T, 2}(u, t)
\end{bmatrix}
= \left[ S_{T, 0}(u, t) \quad S_{T, 1}(u, t) \right]^{-1} \begin{bmatrix}
I_{T, 0}(u, t) \\
I_{T, 1}(u, t)
\end{bmatrix},
\]
where $S_{T, j}(u, t) = \sum_{s=-T}^{t+T} \left( \frac{s - t}{T} \right)^j K_h \left( \frac{s - t}{T} \right)$, $I_{T, j}(u, t) = \sum_{s=-T}^{t+T} \left( \frac{s - t}{T} \right)^j K_h \left( \frac{s - t}{T} \right) Y_s e^{iuZ_s}$. The LL estimator $\hat{\phi}^\text{LL}_t(u)$ is equal to the intercept estimator $\hat{\beta}_{T, 1}(u, t)$ and it has an analytical solution
\[
\hat{\phi}^\text{LL}_t(u) = \sum_{s=-T}^{t+T} Y_s e^{iuZ_s} H^\text{LL}_t,
\]
where $H^\text{LL}_t = \frac{|S_{T, 2}(u, t) - S_{T, 1}(u, t)|^2}{S_{T, 0}(u, t, T, 2)}$.

Both the NW and LL estimators are simply a weighted sum of $Y_s e^{iuZ_s}$ with different weights. They are essentially asymptotically equivalent to each other since
\[
\hat{\phi}^\text{LL}_t(u) = \frac{1}{T} \sum_{s=-T}^{t+T} Y_s e^{iuZ_s} K_h \left( \frac{s - t}{T} \right) \left[ 1 + o_p(1) \right],
\]
\[
\hat{\phi}^\text{NW}_t(u) = \frac{1}{T} \sum_{s=-T}^{t+T} Y_s e^{iuZ_s} K_h \left( \frac{s - t}{T} \right) \left[ 1 + o_p(1) \right].
\]

Therefore, for notational simplicity we suppress the superscript indicating the type of weighting and write the nonparametric estimator for $\phi_t(u)$ as follows:
\[
\hat{\phi}_t(u) = \sum_{s=-T}^{t+T} Y_s e^{iuZ_s} H_t.
\]

3.2. Test statistic

Under $\mathbb{H}_0$, both $\hat{\phi}_t(u)$ and $\hat{\phi}_0(u)$ can estimate the Fourier transform of data consistently. Therefore their difference will converge to 0 for all $u$ as the sample size grows. On the contrary, if a structural change exists, $\hat{\phi}_t(u)$ still consistently estimates the Fourier transform while $\hat{\phi}_0(u)$ does not. Then they will converge to different limits for some $u \in \Theta$. Therefore, we propose the following test statistic based on the quadratic distance between $\hat{\phi}_t(u)$ and $\hat{\phi}_0(u)$:
\[
\hat{Q} = \frac{1}{T} \sum_{t=1}^{T} \int_{\mathbb{R}} \left| \hat{\phi}_t(u) - \hat{\phi}_0(u) \right|^2 W(u)du,
\]
where $W(\cdot) : \mathbb{R}^n \to \mathbb{R}^+$ is a nonnegative, continuous, and symmetric weighting function for $u$. Unlike Su and Xiao (2008), the choice of the weighting function does not have any impact on the asymptotic distribution or consistency of our test.
However, the choice of weighting functions will affect the computation of the test statistic since the numerical integration over $\mathbb{R}^q$ is needed. Fortunately, certain classes of $W(\cdot)$ can avoid the numerical integration (see Section 6 for more discussion).

To show the asymptotic distribution of our test statistic $Q$, we introduce a standardized version

$$\hat{Q} = \left( T^{1/2} \widehat{\phi} - \overline{\phi} \right) / \sqrt{V},$$

where

$$\widehat{\phi} = h^{-1/2} \int_{\mathbb{R}^q} |\hat{\Omega}(u, u)| W(u) du \int K^2(\eta) d\eta,$$

and

$$\hat{\Omega} = 2 \int_{\mathbb{R}^q} |\hat{\Omega}(u, v)|^2 W(u) W(v) du dv \int \left[ \int K(\eta) K(\lambda) + \lambda \right]^2 d\lambda,$$

are consistent estimators for the asymptotic mean and asymptotic variance of $T^{1/2} \hat{Q}$. Here $\hat{\Omega}(u, v)$ is a consistent estimator for the generalized long-run variance

$$\Omega(u, v) = \sum_{j=1}^{\infty} E[\varepsilon_l(u) \varepsilon_{l-j}(v)^*],$$

where $\varepsilon_{l-j}(v)^*$ is the complex conjugate of $\varepsilon_{l-j}(v) \equiv Y_{l-j} e^{iu^T Z_{l-j}} - \phi_{l-j}(v)$. We need to consider the generalized long-run variance in both the asymptotic mean and asymptotic variance because the generalized disturbance $\varepsilon_l(u)$ is generally neither an i.i.d. nor a martingale difference sequence. That implies $corr [\varepsilon_l(u) \varepsilon_{l-j}(v)^*] = E[Y_{l} e^{iu^T Z_l} - \phi_l(u) \phi_{l-j}(v)^*] \neq 0$ under both $\mathbb{H}_0$ and $\mathbb{H}_A$. Because the nonparametric smoothing is on the rescaled time $t/T$, the observations that fall into each small neighborhood via the kernel function are close to each other in terms of time index. Therefore, we need to deal with the possible strong dependence under both $\mathbb{H}_0$ and $\mathbb{H}_A$.

Following Newey and West (1987) and Andrews (1991), we can use the following consistent estimator for $\Omega(u, v)$:

$$\hat{\Omega}(u, v) = \sum_{j=-p_T}^{p_T} k_l \left( \frac{j}{p_T} \right) \hat{\delta}_j(u, v),$$

where the jth order sample generalized covariance function is

$$\hat{\delta}_j(u, v) = \left\{ \begin{array}{ll}
\frac{1}{T} \sum_{l=1}^{T} \hat{\varepsilon}_l(u) \hat{\varepsilon}_{l-j}(v)^*, & j = 0, 1, \ldots, p_T, \\
\frac{1}{T} \sum_{l=1}^{T} \hat{\varepsilon}_l(u) \hat{\varepsilon}_{l-j}(v)^*, & j = -1, -2, \ldots, -p_T,
\end{array} \right.$$ and the lag order $p_T = p(T)$ satisfies $p_T h^{1/2} \to \infty$, $p_T T \to 0$ as $T \to \infty$. $k(\cdot) : [-1, 1] \to \mathbb{R}$ is a symmetric, bounded, and square-integrable kernel for the lag order $j$ with $k(0) = 1$. $\hat{\varepsilon}_l(u) = Y_l e^{iu^T Z_l} - \phi_l(u)$ is a consistent estimator for $\varepsilon_l(u)$, and $\hat{\varepsilon}_l(u)^*$ is its complex conjugate.

4. Asymptotic distribution

To derive the asymptotic distribution of $\hat{Q}$ under $\mathbb{H}_0$, we impose the following conditions.

**Assumption 1.** (i) $\{X_i', Z_i'\}$ is a $(d + q) \times 1$ strictly stationary $\beta$-mixing process, where the mixing coefficient $\beta(j)$ satisfies

$$\sum_{j=1}^{\infty} \beta(j)^{\delta/(1+\delta)} \leq C$$

for some $0 < \delta < 1$; (ii) $v_t$ is a weakly stationary process such that sup$_t [E(v_t^4)] < C$; and

(iii) sup$_t |g_t(X_t)| < C(X_t)$ with $E[C(X_t)^4] < \infty$.

**Assumption 2.** The instrument vector $Z_t$ satisfies: (i) $E(v_t | Z_t) = 0$ almost surely, and (ii) $F_{XZ}(x, z) \neq F_X(x) F_Z(z)$, where $F_{XZ}(\cdot)$, $F_X(\cdot)$ and $F_Z(\cdot)$ denote the joint and marginal CDFs for $X_t$ and $Z_t$.

**Assumption 3.** $K(\cdot) : [-1, 1] \to \mathbb{R}$ is a symmetric, bounded and twice continuously differentiable kernel function with $\int_{-1}^{1} K(u) du = 1$, $\int_{-1}^{1} u K(u) du = 0$, and $\int_{-1}^{1} u^2 K(u) du = C_k < \infty$.

**Assumption 4.** $W(\cdot) : \mathbb{R}^q \to \mathbb{R}^+$ is a nonnegative, continuous, symmetric, and integrable weighting function with $\int_{\mathbb{R}^q} |u|^q W(u) du < \infty$.

**Assumption 5.** $k(\cdot) : [-1, 1] \to \mathbb{R}$ is a symmetric, bounded, and square-integrable kernel function with $k(0) = 1$.

**Assumption 6.** (i) The bandwidth $h = c_h T^{-\alpha}$ for $0 < c_h < 2/3$ and $0 < c_h < \infty$; and (ii) the lag order $p_T = c_T T^p$ for $\frac{n}{2} < T < n - \delta_T$ and $0 < c_T < \infty$. 
**Assumption 1**(i) restricts \((X_t', Z_t')'\) to be jointly strictly stationary. We note that our test is not robust to potential structural changes in the marginal distributions of the regressors or instruments. It is possible to relax this assumption by imposing conditions on structural changes in \((X_t', Z_t')\) such that they change slower than the variation of \(g(tX_t)\) over time. Within a small neighborhood where \(X_t\) or \(Z_t\) is nearly a stationary process, we can compare a localized weighted estimator and an unweighted estimator to check whether they converge to the same probability limit. That is the same idea as proposed in this paper. Even though our novel Fourier transform approach makes our test less applicable in scope than Su and Xiao (2008) and Vogt (2015), its gains are quite substantial. The most important one is that we can circumvent the "curse of dimensionality" problem. Furthermore, unlike the existing literature, our approach allows for discrete and endogenous covariates. The \(\beta\)-mixing condition is common in time series analysis and is adopted in (e.g.) Hjellvik et al. (1998), Chen and Hong (2012), Wang and Hong (2017). **Assumption 1**(ii) is a moment condition on \(\nu_t\) and it allows \(\nu_t\) to have time-varying higher moments. **Assumption 1**(iii) implies that the unknown function \(g_t(\cdot)\) is square-integrable, which guarantees the Fourier transform exists.

In **Assumption 2**, \(E(\nu_t|Z_t) = 0\) characterizes the validity of the instruments. And, the mutual dependence between \(X_t\) and \(Z_t\) ensures the relevance of the instruments.

**Assumption 3** provides conditions on the kernel function \(K(\cdot)\) for nonparametric estimation of \(\phi(u, \frac{1}{T})\). It includes but does not restrict to the Epanechnikov and Quartic kernels. Unlike the existing approaches, we only require second-order kernels.

**Assumption 4** provides regularity conditions on the weighting function \(W(\cdot)\). It guarantees the consistency of our test. Although the choice of \(W(\cdot)\) does not have an impact on the asymptotic distribution of the test statistic, it does affect the computation in finite samples. Some suitable choices of \(W(\cdot)\) can avoid the numerical integration, which is rather appealing in practice, especially when the dimension of \(Z_t\) is high.

**Assumption 5** provides conditions on the kernel function \(k(\cdot)\) for estimating the generalized long-run variance. Kernels such as the Bartlett and Quadratic-Spectral kernels satisfy this condition. We note that our asymptotic result is derived via the generalized error term \(\epsilon_t(u)\) rather than the regression error \(\nu_t\), where \(\epsilon_t(u) = Y_t e^{iuZ_t} - \phi_t(u)\) is serially correlated under both \(H_0\) and \(H_1\). So we need to introduce the generalized long-run variance.

**Assumption 6** provides conditions on smoothing parameters. It implies that \(h \rightarrow 0\), \(p_T h^{1/2} \rightarrow \infty\), and \(p_T/(Th) \rightarrow 0\), as \(T \rightarrow \infty\). A data-dependent method to choose an optimal \(h\) has been discussed in Robinson (1989). However, such method may affect the size of the test in finite samples because more noise is introduced. As suggested by Chen and Hong (2012), we can use a simple rule-of-thumb to choose \(h\), namely \(h = (1/\sqrt{2})T^{-1/5}\), where \(1/\sqrt{2}\) is the standard deviation of \(U[0, 1]\), because we can approximate the grid points \(\{t/T: 1, 2, \ldots, T\}\) by \(U[0, 1]\) as \(T \rightarrow \infty\).

Next we state the asymptotic distribution of \(\widehat{SQ}\) under \(H_0\).

**Theorem 1.** Suppose **Assumptions 1–6** hold. Then under \(H_0\), \(\widehat{SQ} \overset{d}{\rightarrow} \mathcal{N}(0,1)\) as \(T \rightarrow \infty\).

The test statistic \(\widehat{SQ}\) has a convenient asymptotic null \(N(0, 1)\) distribution, which is asymptotically pivotal. Because \(\widehat{SQ}\) diverges to \(+\infty\) as \(T \rightarrow \infty\) under \(H_1\) (see **Theorem 2**), negative values of \(\widehat{SQ}\) can occur only under \(H_0\). As a result, one can use one-sided \(N(0, 1)\) critical values. For example, the asymptotic critical value at the 5% significance level is 1.645.

Nevertheless, the asymptotic distribution may not provide an accurate approximation in finite samples, especially when the dependence among observation is strong. We can use bootstrap to obtain a better approximation in finite samples. In Section 7, we will examine the finite sample performance of our test using both asymptotic and bootstrapped critical values.

5. **Asymptotic power**

To study the asymptotic power of the \(\hat{Q}\) test, we assume the following condition:

**Assumption 7.** (i) \(g(X_t, \tau) : \mathbb{R}^d \times [0, 1] \rightarrow \mathbb{R}\) is a twice continuously differentiable function of \(\tau\) except for a set of a finite number of points on \([0, 1]\); and (ii) \(r(z, \tau) = E[g(X_t, \tau)|Z_t = z]\) is some unknown function which is square-integrable with respect to \(z\) and twice continuously differentiable with respect to \(\tau\) except for a set of a finite number of points on \([0, 1]\), such that \(\frac{\partial^2 r(z, \tau)}{\partial \tau^2} \neq 0\) on a non-zero Borel measurable set.

**Assumption 7**(i) allows for both smooth structural changes and abrupt structural breaks with unknown breakpoints. For abrupt structural breaks, we require the sizes of breaks are bounded by a stochastic upper bound (see **Assumption 1**). **Assumption 7**(ii) is a restriction on the instrumental variable \(Z_t\). It excludes the case where \(Z_t\) is orthogonal to the direction where \(g_t(X_t)\) has structural changes. For instance, let \(g_t(X_t) = X_t^2 + 1(t \leq 0.5T)|X_t|\) and \(E(X_t) = 0\). Then a valid instrument should not only satisfy **Assumption 2** but also should be linearly dependent on \(X_t\), i.e., \(E(X_t|Z_t) \neq 0\). Because, if \(E(X_t|Z_t) = 0\), then the Fourier transform \(\phi_t(u)\) will be \(\phi_t(u) = E(X_t^2 e^{iuZ_t}) = \phi_0(u)\), which is a constant function with respect to time. **Assumption 7**(ii) is necessary for **Lemma 1**. It requires that the instrumental variable can capture the change of \(g_t(X_t)\) over time if a structural change exists.

**Theorem 2.** Suppose **Assumptions 1–7** hold. Then for any sequence of non-stochastic constants \(|M_T = o(T \sqrt{n})|, Pr(\widehat{SQ} > M_T) \rightarrow 1\) under \(H_1\) as \(T \rightarrow \infty\).
Theorem 2 implies that $\widehat{SQ}$ is consistent against the alternative hypothesis $H_A$ at any significance level. Sharing the same merits as Chen and Hong’s (2012) test, our test can detect any structural changes subject to Assumption 7, without having to know any prior information about the types of structural changes and the number of breakpoints. Furthermore, we do not restrict the function to be a linear model as is considered in Chen and Hong (2012).

To gain additional insight into our test, we consider a class of local smooth structural changes:

$$H_{A1}: g_1(X_t) = g_0(X_t) + \kappa_T l_1\left(X_t, \frac{t}{T}\right),$$

where $l_1(X_t, \tau): \mathbb{R}^d \times [0, 1] \rightarrow \mathbb{R}$ is twice continuously differentiable with respect to $\tau$. The nonstochastic factor $\kappa_T \rightarrow 0$ as $T \rightarrow \infty$ characterizes the speed at which the departure $g_1(X_t) - g_0(X_t) = \kappa_T l_1(X_t, \frac{t}{T})$ converges to 0 as $T \rightarrow \infty$. Under $H_{A1}$, we have

$$|\phi_t(u) - \phi_0(u)|^2 = \kappa_T^2 \int I_l\left(X_t, \frac{t}{T}\right) e^{iuZ_t} \int E\left[I_l\left(X_t, \frac{t}{T}\right) e^{iuZ_t}\right]^2 dt. $$

**Theorem 3.** Suppose Assumptions 1–7 hold. Then under $H_{A1}$ with $\kappa_T = T^{-1/2}h^{-1/4}$,

$$Pr\left[\widehat{SQ} \geq z_\alpha | H_{A1}\right] \rightarrow 1 - \Phi\left(z_\alpha - \frac{\gamma_1}{\sqrt{V}}\right)$$

as $T \rightarrow \infty$, where $\Phi(\cdot)$ is the N(0, 1) CDF, $z_\alpha$ is the one-sided critical value of N(0, 1) at significance level $\alpha$,

$$V = 2 \int_{\mathbb{R}^{2\mathbb{R}}} |\Omega(u, v)|^2 W(u)|W(v)|dudv \int \left[ \int K(\eta)K(\eta + \lambda)d\eta \right]^2 d\lambda,$$

$$\Omega(u, v) = \sum_{j=-\infty}^{\infty} E[\varepsilon_1(u)\varepsilon_{i+j}(u)],$$

and

$$\gamma_1 = \int_{\mathbb{R}^2} \left[ \int_0^1 \left| E\left[I_l(X_t, \tau) e^{iuZ_t}\right]\right|^2 d\tau - \int_0^1 \left| E\left[I_l(X_t, \tau) e^{iuZ_t}\right]\right|^2 d\tau \right] W(u)du < \infty.$$ 

**Theorem 3** implies that $\widehat{SQ}$ has nontrivial power under the class of local alternatives $H_{A1}$ with a rate of $\kappa_T = T^{-1/2}h^{-1/4}$ which is slightly slower than the parametric rate $T^{-1/2}$. For example, if the bandwidth $h \propto T^{-1/5}$, then the rate $\kappa_T = T^{-9/20}$ is rather close to the parametric rate $T^{-1/2}$. We emphasize that the rate $\kappa_T = T^{-1/2}h^{-1/4}$ is not affected by the dimension of instruments $Z_t$ or covariates $X_t$, thus free of the "curse of dimensionality" problem. In contrast, Vogt’s (2015) consistent test involves smoothing of dimension $d+1$ and has nontrivial asymptotic power under the class of local alternatives $H_{A1}$ with a rate of $\kappa_T = T^{-1/2}h^{-(d+1)/4}$, which is slower than the rate of $\kappa_T = T^{-1/2}h^{-1/4}$, especially for a large $d$. Moreover, Vogt (2015) only considers testing structural changes in regression with exogenous covariates.

We note that the nonparametric tests of Hidalgo (1995) and Su and Xiao (2008) can detect the class of local alternatives $H_{A1}$ with the parametric rate $\kappa_T = T^{-1/2}$. However, these tests are not consistent for all departures $l_1(X_t, \frac{t}{T})$. For example, Hidalgo’s (1995) test has no power against $H_{A1}$ when $E[\zeta(X_t)g^2(X_t)l_1(X_t, \frac{t}{T})] = 0$, where $\zeta(X_t) = \int g(X_t, \tau)d\tau$ and $f(X_t)$ is the density function of $X_t$. Su and Xiao’s (2008) tests have no power against $H_{A1}$ when $E[\alpha(X_t)g(X_t)l_1(X_t, \frac{t}{T})] = 0$, where $\alpha(X_t)$ is a weighting function chosen by practitioners. In contrast, our $\widehat{SQ}$ test is consistent for all departures $l_1(X_t, \frac{t}{T})$.

Suppose we consider a class of nonsmooth local alternatives at some given point $t_0 \in [0, 1]$: 

$$H_{A2}: g_2(X_t) = g_0(X_t) + a_T l_2\left(X_t, \frac{t/T - t_0}{b_T}\right),$$

where $t_0$ is a fixed point in $[0, 1]$, $l_2(X_t, \xi) : \mathbb{R}^{d+1} \rightarrow \mathbb{R}$ is twice continuously differentiable with respect to $\tau$. We let $a_T = a(T) \rightarrow 0$, and $b_T = b(T) \rightarrow 0$ as $T \rightarrow \infty$. Under $H_{A2}$, $g_2(X_t)$ has a nonsmooth spike at point $t_0$ as $T \rightarrow \infty$. The rate $b_T \rightarrow 0$ controls the sharpness of the structural change around $t_0$, and $a_T \rightarrow 0$ is the speed at which the departure of $g_2(X_t)$ from $g_0(X_t)$ at each point $t/T$ vanishes to 0 as $T \rightarrow \infty$. This type of alternatives was first studied by Rosenblatt (1975) in a different context. Chen and Hong (2012) also consider this class of local alternatives in testing parameter instability in a linear time series regression model.

**Theorem 4.** Suppose Assumptions 1–7 hold. Then under $H_{A2}$ with $a_T \rightarrow 0$, $b_T \rightarrow 0$, $a_T^4b_T = T^{-1}h^{-1/2}$, $b_T = h^{3/5}$, and $1/4 < t_0 < 1$, we have

$$Pr\left[\widehat{SQ} \geq z_\alpha | H_{A2}\right] \rightarrow 1 - \Phi\left(z_\alpha - \frac{\gamma_2}{\sqrt{V}}\right)$$

as $T \rightarrow \infty$, where $\Phi(\cdot)$ is the N(0, 1) CDF, $z_\alpha$ is the one-sided critical value of N(0, 1) at significance level $\alpha$,

$$V = 2 \int_{\mathbb{R}^{2\mathbb{R}}} |\Omega(u, v)|^2 W(u)|W(v)|dudv \int \left[ \int K(\eta)K(\eta + \lambda)d\eta \right]^2 d\lambda.$$
\[ \Omega(u, v) = \sum_{j=-\infty}^{\infty} E[x_i(u) e^{i j(u)}], \]  
and 
\[ \gamma^2 = \int_{\mathbb{R}} \left[ E \left[ I_z(x_i, \xi) e^{i \xi z_i} \right] \right]^2 d\xi W(u) du < \infty. \]

Theorem 4 implies that our test has nontrivial asymptotic power under the class of nonsmooth local alternatives \( H_{a2} \) with \( a_2^2 b_2 = T^{-1} h^{-1/2} \). In contrast, the nonparametric tests of Hidalgo (1995) and Su and Xiao (2008) may have no power against this class of nonsmooth local alternatives, because it can be shown that these tests can only detect \( H_{a2} \) with \( a_2 b_2 = T^{-1/2} \) or slower. If \( a_2 = T^{-7/20} (\ln T)^{-1/2} b_2 = T^{-1/2} (\ln T)^{1/2} \), \( h = T^{-1/2} \), and \( a_2 b_2 = o(T^{-1/2}) \). In this case, our test has power against \( H_{a2} \) but the tests of Hidalgo (1995) and Su and Xiao (2008) have no power. Also see Chen and Hong (2012, footnote 12, p. 1168) for details.

6. Weighting function

We now discuss the choice of weighting function \( W(u) \). Theorem 2 implies that our test is always consistent against \( H_{a2} \) provided a nonnegative, continuous, and integrable weighting function with unbounded support is used. However, the choice of \( W(u) \) affects the computation of the test statistic \( \hat{Q} \), which involves \( q \)-dimensional integration. In this section, we will discuss two types of weighting functions that can avoid numerical integration. It is quite attractive in practice, especially when \( q \) is large. The first type of weighting function is the joint independent normal probability density function (pdf):

\[ W_C(u) = \prod_{k=1}^{q} \frac{1}{\sqrt{2\pi \xi_k^2}} e^{-\frac{u^2}{2\xi_k^2}}, \]

where \( \xi_k \) is the standard deviation for each marginal pdf. A larger \( \xi_k \) implies that more weights are given to the values of \( u \) that are distant from 0 for dimension \( k \). For each \( k \), we have the following identity:

\[ \int_{\mathbb{R}} \cos(u_k z_k) \frac{1}{\sqrt{2\pi \xi_k^2}} e^{-\frac{u_k^2}{2\xi_k^2}} du_k = e^{-\frac{z_k^2}{2}}. \]

Alternatively, we can also use another type of weighting function based on the Laplace pdf:

\[ W_L(u) = \prod_{k=1}^{q} \frac{1}{2\lambda_k} e^{-\frac{|u_k|}{\lambda_k}}, \]

where the \( \lambda_k \)'s are scale parameters for each marginal pdf. For each \( k \), we have the following identity:

\[ \int_{\mathbb{R}} \cos(u_k z_k) \frac{1}{2\lambda_k} e^{-\frac{|u_k|}{\lambda_k}} du_k = \frac{1}{1 + \frac{z_k^2}{\lambda_k^2}}. \]

Let \( S_1 = \{-T h, \ldots, -T h, 1, \ldots, T + |T h|\} \), and \( S_2 = \{1, 2, \ldots, T\} \), then by (10) and (11), (9) can be written as

\[ \hat{Q} = \frac{1}{T} \sum_{t=1}^{T} \left[ \sum_{r,s \in S_1} A_{sr} H_{rt} H_{st} + \frac{1}{T^2} \sum_{r,s \in S_2} A_{sr} - \frac{2}{T} \sum_{s \in S_1, r \in S_2} A_{sr} H_{st} \right], \]

where

\[ A_{sr} = \begin{cases} Y_r Y_s e^{-\sum_{k=1}^{q} \frac{1}{2\lambda_k^2} (z_{rk} - z_{sk})^2} & \text{if } W(u) = W_C(u), \\ Y_r Y_s \prod_{k=1}^{q} \frac{1}{1 + \frac{z_{rk}^2}{\lambda_k^2}} & \text{if } W(u) = W_L(u). \end{cases} \]

Furthermore, the standardized test statistic \( \hat{SQ} \) becomes

\[ \hat{SQ} = \left( T h^{1/2} \hat{Q} - \hat{B} \right) / \sqrt{\hat{V}}, \]

where

\[ \hat{B} = h^{-1/2} \sum_{j=-p_T}^{p_T} k \left( \frac{j}{p_T} \right) \hat{\sigma}(j) \int K^2(\eta) d\eta, \]

\[ \hat{V} = 2 \sum_{j,k=-p_T}^{p_T} k \left( \frac{j}{p_T} \right) k \left( \frac{l}{p_T} \right) \hat{\sigma}(j, l) \int \left[ \int K(\eta) K(\eta + \lambda) d\eta \right]^2 d\lambda, \]
with
\[ \hat{\sigma}(j) = \frac{1}{T} \sum_{s=1+|j|}^{T} \hat{\xi}(s, s-j), \]
\[ \hat{\sigma}(j, l) = \frac{1}{T^2} \sum_{s=1+|j|}^{T} \sum_{r=1+|l|}^{T} \hat{\xi}(s, r) \hat{\xi}(s-j, r-l), \]
where \( K_m = \frac{1}{m} K(\frac{m}{T}), \) and
\[ \hat{\xi}(j, k) = A_{j,k} - \frac{1}{T} \sum_{l=1}^{T} A_{j,l} - \frac{1}{T^2} \sum_{l_1,l_2}^{T} A_{l_1,l_2}. \]

Based on the above results, the test statistic can be computed without numerical integration, regardless of the dimension of \( Z_t. \)

We note that Székely et al. (2007) propose the following weighting function:
\[ W_D(u) = \frac{1}{c_q |u|^{q+1}}, \]
where \( c_q = \frac{\pi^{(q+1)/2}}{\Gamma((q+1)/2)}, \) and \( \Gamma(\cdot) \) is the complete gamma function. This weighting function can also avoid numerical integration in characteristic function-based tests. However, \( W_D(u) \) is not integrable and does not satisfy Assumption 4. So we do not use it in our test.

7. Simulation studies

In this section, we study the finite sample performance of our test in comparison with Su and Xiao’s (2008) nonparametric CUSUM-type tests. We consider the cases that covariates are exogenous and endogenous separately.

7.1. The exogeneity case

To study the size performance, we consider the following DGPs:

- DGP S.1: \( Y_t = 1 + 1.5X_{1t} + v_t; \)
- DGP S.2: \( Y_t = 1 + 1.5X_{1t} + X_{2t}^2 + v_t; \)
- DGP S.3: \( Y_t = 1 + 0.5X_{1t} - 1.5X_{2t} + X_{3t}^2 + v_t; \)
- DGP S.4: \( Y_t = 1 + 0.5X_{1t} + 2X_{4t} + v_t; \)
- DGP S.5: \( Y_t = 1 + 0.5X_{1t}X_{5t} + v_t. \)

where
\[ X_{1t} = 0.5X_{1(t-1)} + v_{1t}; \]
\[ X_{2t} = 1 - 0.5X_{2(t-1)} + v_{2t}; \]
\[ X_{3t} = 0.4X_{1(t-1)} + v_{3t}; \]
\[ X_{4t} = \begin{cases} 0 & \text{with } Pr = 0.3, \\ 1 & \text{with } Pr = 0.7; \end{cases} \]
\[ X_{5t} = \begin{cases} 1 & \text{with } Pr = 0.4, \\ 2 & \text{with } Pr = 0.6; \end{cases} \]
\[ v_{jt} \sim i.i.d.N(0, 1) \text{ for } j = 1, 2, 3; \]
\[ v_t \sim i.i.d.N(0, 1). \]

DGPs S.1–S.5 are all time invariant. Under DGP S.1, \( g_t(X_t) \) is a linear function. Under DGP S.2, \( g_t(X_t) \) is nonlinear. Under DGP S.3, \( g_t(X_t) \) is a nonlinear function with a relatively high dimensional regressor \( (d = 4). \) Under DGPs S.4 and S.5, a discrete covariate exists. It is of an additive form under DGP S.4 and a multiplicative form under DGP S.5. We note that Su and Xiao’s (2008) tests are no longer applicable to discrete covariates.

To examine the power performance, we consider the following DGPs:

- DGP P.1 [Single Structural Break]:
\[ Y_t = \begin{cases} 1.5 + X_{1t} + v_t & \text{if } t \leq 0.3T, \\ 1.5 - 2X_{1t} + v_t & \text{otherwise}; \end{cases} \]
DGP P.2 [Multiple Structural Breaks]:
\[
Y_t = \begin{cases} 
1.5 + X_{1t} + v_t & \text{if } 0.1T < t < 0.3T, \\
1.2 - X_{1t}^2 + 2\sin(X_{1t}) + v_t & \text{if } 0.3T \leq t \leq 0.7T, \\
-2X_{1t} + v_t & \text{otherwise};
\end{cases}
\]
DGP P.3 [Smooth Structural Change]:
\[
Y_t = \theta(\tau)(1 + 0.5X_{1t}) + v_t,
\]
where \(\theta(\tau) = 1.5\tau - e^{-3.5\tau^2}\) and \(\tau = t/T\);
DGP P.4 [Smooth Structural Change]:
\[
Y_t = \theta_1(\tau)X_{1t} + e^{\tau X_{1t}} - \theta_2(\tau)X_{1t}^2 + v_t,
\]
where \(\theta_1(\tau) = 0.2e^{-0.7\tau^{3.5}}, \theta_2(\tau) = 2\tau + e^{-16(\tau - 0.5)^2} - 1\), and \(\tau = t/T\).
Under DGP P.1, there exists a single structural break at \(t = 0.37\). Under DGP P.2, there exist two structural breaks at \(t = 0.37\) and \(t = 0.71\). DGP P.3 is a linear time series model with smooth structural changes in the regression coefficient \(\theta(\tau)\). And DGP P.4 is a nonlinear time series model with smooth structural changes.

For each DGP, we simulate 1000 data sets with the sample size \(T = 100\) and 200 respectively. We choose the joint \(N(0,1)\) density function for \(W(u)\), and the Epanechnikov kernel for \(K(\cdot)\). For the choice of bandwidth, we follow Chen and Hong (2012) to use the rule-of-thumb bandwidth \(h = (1/\sqrt{12})T^{-1/5}\). Our test statistic involves estimation of a generalized long-run variance, so we need to choose a proper lag order \(p_T\). One choice of \(p_T\) is discussed in Lima and Xiao (2010) and Hong et al. (2017):
\[
p_T = \min \left\{ \left[ \left( \frac{3T}{2} \right)^{1/3} \left( \frac{2\hat{\rho}}{1 - \hat{\rho}^2} \right) \right] \cdot \sqrt{T} \sqrt{\frac{100}{T}} \right\},
\]
where \(\hat{\rho}\) is the estimator of the maximum first order autocorrelation of \([Z_t\]_{t=1}^T\) and \(Y_t\). For \(K(\cdot)\), we use the Bartlett kernel.

We compare our test with the nonparametric CUSUM-type tests proposed by Su and Xiao (2008). Their test statistics are based on nonparametric estimation of the unknown regression function. Following Su and Xiao (2008), we consider both types of test statistics:
\[
KS_T = \max_{1 \leq t \leq T} \left| \frac{1}{\sqrt{1T}} \sum_{j=1}^{t} \hat{\nu}_j \right|,
\]
\[
CM_T = \frac{1}{T} \left( \sum_{T=1}^{T} \left( \frac{1}{\sqrt{1T}} \sum_{j=1}^{t} \hat{\nu}_j \right)^2 \right).
\]
where \(\hat{\nu}_j = [Y_t - \hat{g}(X_t)]\hat{f}(X_t)w(X_t)\). Here \(\hat{g}(X_t)\) and \(\hat{f}(X_t)\) are the nonparametric kernel estimators for the regression function \(g_0(X_t)\) under \(H_0\) and the density function \(f(X_t)\) of \(X_t\) respectively, and \(w(X_t)\) is a weighting function. We follow Su and Xiao (2008) to set \(w(x) = [\sin(x) + \cos(x)]a_5\), where \(a_5 = 1/\|f(x) > 0.001/\log(T)\). We choose a fourth order Epanechnikov kernel.

For the bandwidth \(h\), we choose \(h = h_0T^{-\gamma}T^{-\gamma}\) where \(\gamma = 1/4\) and \(h_0\) is chosen via a least squares cross-validation procedure.

In addition to asymptotic critical values, we also use the following moving block bootstrap (MBB): Step (i), choose a block length \(l_f = (T) \in \mathbb{N}(1 \leq l_f \leq T)\) such that \(l_f \to \infty\) as \(T \to \infty\); Step (ii), divide data into \(T - l_f + 1\) blocks and generate block data \([\hat{S}_t]_{t=1}^{T-l_f+1}\), where \(\hat{S}_t = [\{Y_t, Z_t\}, \ldots, \{Y_{t+l_f-1}, Z_{t+l_f-1}\}]\); Step (iii), resample \([\hat{S}_t]_{t=1}^{T+l_f-1}\) with replacement to form a bootstrap data set \([\hat{S}_t^B]_{t=1}^{T+l_f-1}\) satisfying \(T = |l_f|\); Step (iv), calculate \(\hat{S}_t^B\) using \([\hat{S}_t]_{t=1}^{T+l_f-1}\); Step (v), repeat Steps (iii) to (iv) \(B\) times to generate bootstrapped test statistics \([\hat{S}_t^B]_{t=1}^{T+l_f-1}\). Then the \(p\)-value is given by
\[
p^B = \frac{1}{B} \sum_{b=1}^{B} \mathbb{I}(\hat{S} \leq \hat{S}_t^B).
\]
We reject \(H_0\) when \(p^B\) is smaller than the given significance level. Choosing an optimal block length is crucial and many approaches have been proposed (e.g., Lahiri, 1999). In this paper, we adopt Politis and White’s (2004) automatic block-length selection procedure.

Table 1 reports the size performance of our test and Su and Xiao’s (2008) nonparametric CUSUM-type tests. \(\hat{S}^{B\text{asy}}\) and \(\hat{S}^{B\text{boot}}\) denote the results of \(\hat{S}\) using the asymptotic and bootstrapped critical values respectively. For DGPs 5.4 and 5.5, where one regressor is discrete, our test performs reasonably well, but Su and Xiao’s (2008) test is no longer applicable.
are more powerful than our tests. It is because Su and Xiao’s (2008) tests can detect certain local alternatives at the parametric level. For DGPP.1 and DGPP.3, as shown in Figs. 1 and 2.

In our experiment, we simulate 500 random samples and set the number of bootstrap for each replication to be 399. The results are presented in Table 1.

Table 1: Empirical rejection rates in finite samples.

<table>
<thead>
<tr>
<th>DGPS</th>
<th>T = 100</th>
<th>5% 10%</th>
<th>T = 200</th>
<th>5% 10%</th>
<th>T = 100</th>
<th>5% 10%</th>
<th>T = 200</th>
<th>5% 10%</th>
</tr>
</thead>
<tbody>
<tr>
<td>SQAS</td>
<td>0.046</td>
<td>0.091</td>
<td>0.053</td>
<td>0.106</td>
<td>0.071</td>
<td>0.123</td>
<td>0.062</td>
<td>0.118</td>
</tr>
<tr>
<td>SQRS</td>
<td>0.056</td>
<td>0.106</td>
<td>0.056</td>
<td>0.121</td>
<td>0.077</td>
<td>0.116</td>
<td>0.067</td>
<td>0.109</td>
</tr>
<tr>
<td>KS T</td>
<td>0.058</td>
<td>0.140</td>
<td>0.056</td>
<td>0.136</td>
<td>0.066</td>
<td>0.124</td>
<td>0.061</td>
<td>0.122</td>
</tr>
<tr>
<td>CM T</td>
<td>0.062</td>
<td>0.132</td>
<td>0.052</td>
<td>0.122</td>
<td>0.065</td>
<td>0.128</td>
<td>0.058</td>
<td>0.121</td>
</tr>
<tr>
<td>SQAS</td>
<td>0.039</td>
<td>0.089</td>
<td>0.048</td>
<td>0.094</td>
<td>0.071</td>
<td>0.121</td>
<td>0.068</td>
<td>0.119</td>
</tr>
<tr>
<td>SQRS</td>
<td>0.048</td>
<td>0.118</td>
<td>0.053</td>
<td>0.122</td>
<td>0.062</td>
<td>0.116</td>
<td>0.058</td>
<td>0.114</td>
</tr>
<tr>
<td>KS T</td>
<td>0.036</td>
<td>0.088</td>
<td>0.042</td>
<td>0.138</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>CM T</td>
<td>0.049</td>
<td>0.104</td>
<td>0.052</td>
<td>0.114</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>SQAS</td>
<td>0.039</td>
<td>0.094</td>
<td>0.056</td>
<td>0.136</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>SQRS</td>
<td>0.047</td>
<td>0.093</td>
<td>0.052</td>
<td>0.120</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Notes: (i) Number of replication = 1000; (ii) Number of bootstrapping = 499; (iii) $SQ^AS$ and $SQ^RS$ denote the result of $SQ$ using asymptotic and bootstrap critical values respectively; (iv) $KS_T$ and $CM_T$ are the Kolmogorov–Smirnov and Cramer–von Mises test statistics of Su and Xiao (2008); (v) The weighting function $W(u)$ is the joint $N(0, 1)$ density function; (vi) For DGPS.1 and DGPS.5, Su and Xiao’s (2008) test is no longer applicable.

Table 2: Empirical rejection rates in finite samples.

<table>
<thead>
<tr>
<th>DGPS</th>
<th>T = 100</th>
<th>5% 10%</th>
<th>T = 200</th>
<th>5% 10%</th>
<th>T = 100</th>
<th>5% 10%</th>
<th>T = 200</th>
<th>5% 10%</th>
</tr>
</thead>
<tbody>
<tr>
<td>SQAS</td>
<td>0.588</td>
<td>0.794</td>
<td>0.512</td>
<td>0.768</td>
<td>0.818</td>
<td>0.886</td>
<td>0.710</td>
<td>0.836</td>
</tr>
<tr>
<td>SQRS</td>
<td>0.614</td>
<td>0.893</td>
<td>0.668</td>
<td>0.881</td>
<td>0.823</td>
<td>0.965</td>
<td>0.791</td>
<td>0.925</td>
</tr>
<tr>
<td>KS T</td>
<td>0.900</td>
<td>0.968</td>
<td>0.776</td>
<td>0.932</td>
<td>0.972</td>
<td>0.990</td>
<td>0.944</td>
<td>0.982</td>
</tr>
<tr>
<td>CM T</td>
<td>0.938</td>
<td>0.989</td>
<td>0.866</td>
<td>0.963</td>
<td>0.992</td>
<td>1.000</td>
<td>0.976</td>
<td>1.000</td>
</tr>
<tr>
<td>SQAS</td>
<td>0.226</td>
<td>0.448</td>
<td>0.316</td>
<td>0.530</td>
<td>0.116</td>
<td>0.168</td>
<td>0.086</td>
<td>0.168</td>
</tr>
<tr>
<td>SQRS</td>
<td>0.379</td>
<td>0.612</td>
<td>0.462</td>
<td>0.716</td>
<td>0.136</td>
<td>0.197</td>
<td>0.098</td>
<td>0.186</td>
</tr>
<tr>
<td>KS T</td>
<td>0.248</td>
<td>0.394</td>
<td>0.138</td>
<td>0.318</td>
<td>0.166</td>
<td>0.288</td>
<td>0.174</td>
<td>0.294</td>
</tr>
<tr>
<td>CM T</td>
<td>0.301</td>
<td>0.510</td>
<td>0.289</td>
<td>0.512</td>
<td>0.213</td>
<td>0.365</td>
<td>0.201</td>
<td>0.361</td>
</tr>
</tbody>
</table>

Notes: (i) Number of replication = 1000; (ii) Number of bootstrapping = 499; (iii) $SQ^AS$ and $SQ^RS$ denote the result of $SQ$ using asymptotic and bootstrap critical values respectively; (iv) $KS_T$ and $CM_T$ are the Kolmogorov–Smirnov and Cramer–von Mises test statistics of Su and Xiao (2008); (v) The weighting function $W(u)$ is the joint $N(0, 1)$ density function.

Table 2 reports the power performance of the tests. Not surprisingly, Su and Xiao’s (2008) tests outperform our test under DGPs P.1 and P.2 where their tests have nontrivial power. Even so, our test is also very powerful to detect the deviations from $H_0$ under the two alternatives. Under DGPs P.3 and P.4, Su and Xiao’s (2008) tests have lower power. In contrast, our test has reasonable power and is more powerful than Su and Xiao’s (2008) tests.

To further demonstrate the power property of our test compared to Su and Xiao’s (2008) tests, we plot the finite sample power for different break sizes. Consider the following two DGPs:

DG P.1’ [Single Structural Break]:

$$Y_t = \begin{cases} 
1.5 + X_{1t} + v_t & \text{if } t \leq 0.3T, \\
1.5 + (1-c)X_{1t} + v_t & \text{otherwise}, 
\end{cases}$$

and

DG P.3’ [Smooth Structural Change]:

$$Y_t = \theta(\tau, c)(1 + 0.5X_{1t}) + v_t,$$

where $\theta(\tau, c) = 1 - e^{-0.1(\tau - 0.5)^2}$ with $\tau = t/T$. Here $c$ measures the magnitude of structural changes. We let $c$ vary from 0 to 2 to investigate its impact on the empirical power of our test and Su and Xiao’s (2008) tests. We set the sample size to be $T = 100$, and compute the empirical rejection rates of $SQ$ via the bootstrapped critical values (solid blue lines), the asymptotic critical values (dashed blue lines), and the empirical critical values (star-dotted blue lines). We compute the rejection rates of $KS_T$ (solid black lines) and $CM_T$ (dashed black lines) via the wild bootstrap in Su and Xiao (2008). For each experiment, we simulate 500 random samples and set the number of bootstrap for each replication to be 399. The results for DG P.1’ and DG P.3’ are shown in Figs. 1 and 2.

Fig. 1 presents the comparison of finite sample powers under abrupt structural breaks. It reveals that Su and Xiao’s (2008) tests are more powerful than our tests. It is because Su and Xiao’s (2008) tests can detect certain local alternatives at the parametric
However, when it comes to smooth structural changes defined in DGP P.3’, our test is more powerful. As shown in Fig. 2, our test can outperform Su and Xiao’s (2008) tests under smooth structural changes. Since our test is consistent against all alternatives while Su and Xiao’s (2008) tests are not, our test is expected to have all-round power against various alternatives, although it may not have the best power against certain directions.

7.2. The endogeneity case

To study the finite sample performance of our test with endogeneity, we consider the following DGPs.

DGPIVS.1 [No Structural Change]:

\[ Y_t = \ln(|X_t - 1| + 1)\text{sgn}(X_t - 1) + v_t, \]

\[ X_t = \beta Z_t + w_t, \]

where \( v_t \) and \( w_t \) are generated by the bivariate normal distribution

\[ \begin{pmatrix} v_t \\ w_t \end{pmatrix} \sim \text{i.i.d.} \mathcal{N} \left( \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 1 & 0.5 \\ 0.5 & 1 \end{pmatrix} \right). \]

\( Z_t \) is an instrumental variable and follows an AR(1) process.

\[ Z_t = 0.5Z_{t-1} + \xi_t, \]

where \( \xi_t \sim \text{i.i.d.} \mathcal{N}(0, 0.75) \). This DGP is the time series version of the example used by Newey and Powell (2003), where they assume \( Z_t \sim \text{i.i.d.} \mathcal{N}(0, 1) \) with \( \beta = 1 \). The parameter \( \beta \) represents the strength between the instrumental variable \( Z_t \) and the
with the covariates, \( \hat{\beta} \) levels, respectively. Under DGPIVS.1, we find that when the instrumental variable has a weak dependence (e.g., nonparametric regression with endogeneity). Tables 3 and 4 report the empirical rejection rates at 10% and 5% significance.

We set \( \hat{\beta} = \beta \) values. Overall, we observe that the strength of correlation between \( X_t \) and \( Z_t \) increases when the \( \hat{\beta} \) made slight modifications to DGPIVs.1 and P.2:

DGPIVP.2' [Smooth Structural Change]:

\[
Y_t = \theta(t, c) \ln(|X_t - 1| + 1) \text{sgn}(X_t - 1) + \eta_t,
\]

where \( \theta(t, c) = 1.5T - e^{-(t-c)^2} \) with \( t = t/T \).

We only examine the performance of our test because no existing tests are applicable to testing structural changes in nonparametric regression with endogeneity. Tables 3 and 4 report the empirical rejection rates at 10% and 5% significance levels, respectively. Under DGPIVS.1, we find that when the instrumental variable has a weak dependence (e.g., \( \hat{\beta} = 0.1 \)) with the covariates, \( \hat{\beta} \) is undersized using asymptotic critical values. But it improves as sample size \( T \) increases. When the dependence between the instrumental variable and the covariates increases (i.e., \( \hat{\beta} = 2 \)), the size of our test improves. The empirical rejection rate using bootstrapped critical values is closer to the nominal level than that using asymptotic critical values. Overall, we observe that the strength of correlation between \( X_t \) and \( Z_t \) affects the size performance of our test. When \( \beta = 2 \), the finite sample rejection rates of both \( \hat{\beta} \) and \( \hat{\beta} \) are close to the nominal levels.

Next, we demonstrate the power performance of our test with respect to different magnitudes of structural changes. We made slight modifications to DGPIPs.1 and P.2:

DGPIVP.1' [Abrupt Structural Break]:

\[
Y_t = \begin{cases} 
\ln(|X_t - 1| + 1) \text{sgn}(X_t - 1) + \eta_t & \text{if } t \leq 0.3T, \\
\ln(|X_t - 1| + 1) + c + \eta_t & \text{otherwise};
\end{cases}
\]

DGPIVP.2' [Smooth Structural Change]:

\[
Y_t = \theta(t, c) \ln(|X_t - 1| + 1) \text{sgn}(X_t - 1) + \eta_t,
\]

Table 3

<table>
<thead>
<tr>
<th>( \beta = 0.1 )</th>
<th>( \beta = 1 )</th>
<th>( \beta = 2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T = 100 )</td>
<td>( T = 200 )</td>
<td>( T = 200 )</td>
</tr>
<tr>
<td>( \hat{\beta} )</td>
<td>( \hat{\beta} )</td>
<td>( \hat{\beta} )</td>
</tr>
<tr>
<td>( \hat{\beta} )</td>
<td>( \hat{\beta} )</td>
<td>( \hat{\beta} )</td>
</tr>
</tbody>
</table>

Table 4

<table>
<thead>
<tr>
<th>( \beta = 0.1 )</th>
<th>( \beta = 1 )</th>
<th>( \beta = 2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T = 100 )</td>
<td>( T = 200 )</td>
<td>( T = 200 )</td>
</tr>
<tr>
<td>( \hat{\beta} )</td>
<td>( \hat{\beta} )</td>
<td>( \hat{\beta} )</td>
</tr>
<tr>
<td>( \hat{\beta} )</td>
<td>( \hat{\beta} )</td>
<td>( \hat{\beta} )</td>
</tr>
</tbody>
</table>

Notes: (i) Number of replication = 500; (ii) Number of bootstrapping = 499; (iii) \( \hat{\beta} \) and \( \hat{\beta} \) denote the result of \( \hat{\beta} \) using asymptotic and bootstrap critical values respectively; (iv) The weighting function \( W(x) \) is the joint N(0, 1) density function.

repressor \( X_t \) because their correlation is positively related to \( \beta \):

\[
\text{corr}(X_t, Z_t) = \sqrt{\frac{1}{1 + 1/\beta^2}}.
\]

We set \( \beta = 0.1, 1, \) and 2 respectively to investigate the impact of weak and strong instruments on our test.

To examine the power performance, we consider the following DGPs:

DGPIVP.1 [Abrupt Structural Break]:

\[
Y_t = \begin{cases} 
\ln(|X_t - 1| + 1) \text{sgn}(X_t - 1) + \eta_t & \text{if } t \leq 0.3T, \\
\ln(|X_t - 1| + 1) + c + \eta_t & \text{otherwise};
\end{cases}
\]

DGPIVP.2 [Smooth Structural Change]:

\[
Y_t = \theta(t, c) \ln(|X_t - 1| + 1) \text{sgn}(X_t - 1) + \eta_t,
\]
where $\theta(\tau, c) = 1 - ce^{-10(\tau - 0.5)^2}$ with $\tau = t/T$. Here, $c$ measures the strength of signals. We let $c$ increase from 0 to 2 to show its impact on the finite sample power of our test. We compute the empirical rejection rates via the bootstrapped critical values (solid lines), the asymptotic critical values (dashed lines), and the empirical critical values (star-dotted lines). We set the sample size to be 100 (blue lines) and 200 (red lines) to check whether the power increases as the sample size grows. For each experiment, we simulate 500 random samples and set the number of bootstrap for each replication to be 399.

Figs. 3–5 show the empirical power curves under DGPIV P.1’ at the 5% and 10% significance levels with $\beta = 0.1$, 1, and 2, respectively. Figs. 6–8 are generated under DGPIV P.2’. In general, we see that our test has nontrivial power for both smooth structural changes and abrupt structural breaks. And the empirical rejection rates increase as the sample size grows.

Furthermore, we have two important observations. One is that our test is slightly undersized using both the bootstrapped and asymptotic critical values, which is characterized by the distance from the star-dotted line (size corrected power) to the solid line (bootstrap power) and the dashed line (asymptotic power). However, the distance becomes smaller as the strength of instrumental variables increases, and the sample size grows. When the sample size is 200, the undersize problem is almost trivial even when the correlation between the instruments and the regressors is relatively small (i.e., $\beta = 0.1$).

The other observation is that the power curve via bootstrapped critical values is not monotonically increasing with the break size $c$ under abrupt structural breaks. Such a problem does not exist when the structural change is smooth. The intuition for that is quite straightforward. Under the case of abrupt structural breaks, the regression function can be viewed as a step function of time. When the break size is relatively small, our smoothed nonparametric estimator can approximate the step function reasonably well such that the asymptotic distribution is still normal. Therefore, we can observe monotonically increasing power as $c$ increases to certain values. However, when the break size is large enough such that the bias of the smoothed nonparametric estimator dominates the behavior of our test statistic, the asymptotic result of our test may not hold anymore. Therefore, the bootstrap cannot capture the asymptotic behavior of our test statistic, leading to the non-monotonic power problem. Such a problem is relatively severe when we approximate the tail distribution (i.e., at the 5% significance level) via bootstrap. Although the bootstrapped power is non-monotonic, we still observe that the empirical
rejection rate increases as the sample size grows at each given break size. It implies that our test can still work well in finite samples when there exist abrupt structural breaks. On the contrary, when the structural change is smooth, all three power curves increase as the magnitude of structural changes grows. Because the regression function is a smooth function of time, the smoothed nonparametric estimator can approximate the Fourier transform reasonably well under $H_A$. Therefore, the asymptotic normality of our test is not affected by the break size $c$. The finite sample power of our test also increases as the sample size grows. Moreover, when the structural change is smooth, the undersized problem is quite trivial.
As pointed out by one referee, our test can detect structural changes that are not explicitly associated with the existing covariates. Consider the following DGP as an example:

\[ Y_t = \alpha X_t + \beta_t R_t + \eta_t \]

\[ = \beta_t E(R_t) + \alpha X_t + \beta_t[R_t - E(R_t)] + \eta_t \]

\[ = \beta_t \mu_t + \alpha X_t + \beta_t(R_t - \mu_t) + \eta_t , \]

where \( X_t \) is an observable covariate, \( R_t \) is unobservable, and \( \text{corr}(X_t, R_t) \neq 0 \). Both \( X_t \) and \( R_t \) are exogenous such that the true error term \( \eta_t \) satisfies \( E(\eta_t|X_t, R_t) = 0 \). The parameter \( \mu_t \equiv E(R_t) \) is the constant mean of \( R_t \), \( \alpha \) is a constant regression coefficient, while \( \beta_t \) changes over time. Here a structural change exists and it is associated with \( R_t \). However, since we do not observe \( R_t \), we may write the model in the following way:

\[ Y_t = \beta_t \mu_t + \alpha X_t + v_t , \]

where \( v_t \equiv \beta_t(R_t - \mu_t) + \eta_t \). In this model, endogeneity arises given \( E(X_t v_t) \neq 0 \). According to our approach, we need to find an instrumental variable \( Z_t \) such that \( E(v_t|Z_t) = 0 \) and \( E(Z_t X_t) \neq 0 \). Our test will detect the structural change in \( \beta_t \) as long as \( \mu_t \neq 0 \). Therefore, even when we do not have the pertinent covariates that drive the change, we can still know whether a structural change exists. In this sense, our test is more applicable than the existing approaches that require exogeneity.

To sum up, we demonstrate the reasonable finite sample performance of our test in nonparametric regressions with exogeneity and endogeneity. When covariates are all exogenous, our test is more powerful under several alternatives than Su and Xiao’s (2008) tests. Moreover, when endogenous or discrete covariates are present, our test also performs reasonably well in finite samples.

8. Empirical application

In this section, we revisit the predictability of equity premium. It has been documented that many financial and macroeconomic variables usually have poor out-of-sample predictive power for equity returns, see (e.g.) Welch and Goyal (2008). Many studies attribute the failure of out-of-sample prediction to the existence of structural changes. Chen and Hong (2012) examine the stability of predictive regressions using 14 financial and economic variables and find substantial evidence against the stability of both univariate and multivariate linear predictive models for equity returns. However, as mentioned by Chen and Hong (2012), the rejection could be due to model misspecification rather than structural changes. Hillebrand et al. (2009) and Campbell and Thompson (2007) find that by imposing sign restrictions, linear predictive models could provide an improved out-of-sample prediction. This implies the failure of out-of-sample prediction could result from model misspecification. Lee et al. (2014) impose monotonicity in both nonparametric and semiparametric predictive regression models, and they find that these models have better predictability for equity premium.

We try to answer the following crucial question: Is the failure of out-of-sample prediction due to the existence of neglected nonlinearity or structural changes? Although Lee et al. (2014) document the superior performance of nonparametric and semiparametric models over linear regression models, they might overlook the instability of the underlying DGP. Our test is applicable since it can detect structural changes without model misspecification.

We follow Lee et al. (2014) and examine 4 predictors: default spread (\( ds \)), smoothed earnings–price ratio (\( se/p \)), long-term yields on U.S. government bonds (\( ity \)), and yields of the 3-Month T-bill on the secondary market (\( t-bill \)). The dependent variable is the monthly return of the S&P 500 index \( (Y_{t+1}) \), where \( Y_{t+1} = \log[(P_{t+1} + D_{t+1})/P_t] - r_t, P_t \) is the monthly S&P
Table 5
Stability test for predictive regressions.

<table>
<thead>
<tr>
<th></th>
<th>Pre-oil-shock period</th>
<th></th>
<th></th>
<th>Post-oil-shock period</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$s = 1$</td>
<td>$s = 6$</td>
<td>$s = 12$</td>
<td>$s = 1$</td>
<td>$s = 6$</td>
<td>$s = 12$</td>
</tr>
<tr>
<td>$d_s$</td>
<td>0.008</td>
<td>0.0341</td>
<td>0.0661</td>
<td>0.012</td>
<td>0.1603</td>
<td>0.1543</td>
</tr>
<tr>
<td>$se/p$</td>
<td>0.001</td>
<td>0.0342</td>
<td>0.0421</td>
<td>0.008</td>
<td>0.1643</td>
<td>0.1563</td>
</tr>
<tr>
<td>$lty$</td>
<td>0.014</td>
<td>0.0281</td>
<td>0.0862</td>
<td>0.012</td>
<td>0.1784</td>
<td>0.1603</td>
</tr>
<tr>
<td>t-bill</td>
<td>0.016</td>
<td>0.0261</td>
<td>0.0601</td>
<td>0.022</td>
<td>0.1423</td>
<td>0.1784</td>
</tr>
</tbody>
</table>

Notes: (i) This table reports the bootstrapped p-values of $\hat{SQ}$; (ii) Number of bootstrapping = 499; (iii) The predictors are default spread ($d_s$), smoothed earnings–price ratio ($se/p$), long-term yields on U.S. government bonds ($lty$), and yields on the 3-Month T-bill on the secondary market (t-bill); (iv) Pre-oil-shock period: January 1950 to December 1975; (v) Post-oil-shock period: January 1976 to December 2005; (vi) The weighting function $W(u)$ is the joint $N(0, 1)$ density function.

500 index, $D_t$ is the dividend paid on the S&P 500 index, and $r_t$ is the 3-month Treasury bill rate. We consider the following predictive regression:

$$Y_{t+s} = g(X_t) + v_{t+s},$$

where $s$ is the number of steps ahead in out-of-sample prediction. Our data are from Lee et al. (2014) and Chen and Hong (2012).

To account for the oil shocks in the 1970s, we divide our sample into two subperiods: the pre-oil-shock sample (January 1950 to December 1975) and the post-oil-shock sample (January 1976 to December 2005). The $p$-values of our test $\hat{SQ}$ are obtained by the block-bootstrap as described in Section 7. Table 5 reports the $p$-values of our test for stability of equity returns prediction. When the forecasting step is one month ahead ($s = 1$), our test rejects the stability of the predictive relationship between equity returns and each predictor during both the pre-oil-shock and post-oil-shock periods. Although the near past predictors should contain relevant information about the outcome one-step ahead, such a relationship is usually unstable due to the rapidly changing economic environment. When $s = 6$, we find that the predictive relationship is unstable for the pre-oil-shock period but stable for the post-oil-shock period at the 5% significance level. When the forecasting step is one year ahead, only the earnings–price ratio ($se/p$) has an unstable predictive relationship with the future equity return at the 5% significance level in the pre-oil-shock period. The predictive relationship with each predictor is stable in the post-oil-shock period.

Because we do not assume a parametric functional form for the regression function, it is reasonable that we obtain weaker or less significant results. However, our results, once significant, indicate structural changes which are not contaminated by model misspecification. Therefore, different from the relatively strong evidence of unstable predictive relationships between equity returns and financial/macroeconomic variables detected by Chen and Hong (2012), our findings indicate that the source of rejection in Chen and Hong (2012), who consider a linear predictive model, could come from model misspecification rather than structural changes. However, our test does document strong evidence of structural changes in predictive regressions for $s = 1$ and $s = 6$ in the pre-oil-shock period. It implies that structural change exists and is one important source for poor out-of-sample forecasts, no matter what predictive regression models are used.

9. Conclusion

The failure of out-of-sample forecasting of time series regression models that assume stationarity may be due to the existence of neglected nonlinearity or structural changes. It is important to distinguish structural changes from neglected nonlinearity and/or model misspecification because their implications on modeling, inference, and prediction are quite different. Therefore, it is highly desirable to develop consistent tests for structural changes that are robust to model misspecification.

In this paper, we have proposed a model-free consistent test for structural changes in regression by testing the time-varying property of the Fourier transform of data. It avoids direct nonparametric estimation of the unknown regression function, which is required by the existing nonparametric tests for structural changes. Our test does not suffer from the notorious “curse of dimensionality” problem. As a result, it is asymptotically more powerful than Vogt’s (2015) nonparametric test, which is the only consistent test for structural changes in a nonparametric regression model in the existing literature. Although the nonparametric tests of Hidalgo (1995) and Su and Xiao (2008) are asymptotically more powerful than our test against certain smooth local alternatives, they are not consistent tests against a class of fixed alternatives and are asymptotically less powerful than our test against a class of nonsmooth local alternatives. We note that our test is not robust to structural changes in the marginal distributions of the regressors or instruments. Compared to Su and Xiao (2008) and Vogt (2015), we restrict the regressors to be strictly stationary. Although the strict stationarity condition makes our test to be less applicable in scope, we can achieve the efficiency gain. Furthermore, unlike the existing literature, our approach applies to regression models with exogenous and/or endogenous covariates, and we allow the regressors and instruments to be discrete random variables. By using a suitable weighting function, we can avoid the numerical integration...
over the transform parameters, which is computationally convenient and efficient in practice. Our test statistic follows a convenient asymptotic null $N(0, 1)$ distribution and is consistent against a larger class of smooth structural changes as well as abrupt structural breaks with unknown breakpoints. Simulations show that the test has reasonable size and all-around power against various alternatives of abrupt breaks and smooth changes in both linear and nonlinear time series regression models. An empirical application of our model-free test to predictive regressions suggests that although the neglected nonlinearity is one crucial source of poor out-of-sample predictability for the S&P 500 returns, one still needs to account for potential structural instabilities at certain forecasting horizons.
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Appendix. Mathematical appendix

Throughout the Appendix, we use the same notations as defined in the paper.

Proof of Lemma 1. First we show the sufficient condition: if $Pr[\gamma_t(X_t) = g_0(X_t)] = 1$ then $\phi_t(u) = \phi_0(u)$ for all $u \in \mathbb{R}^q$.

By definition, $\phi_t(u) = E(Y_t e^{iuZ_t}) = E[\gamma_t(X_t) e^{iuZ_t}] = E[\gamma_0(X_t) e^{iuZ_t}] = \phi_0(u)$. The last equality comes from the definition of $\phi_0(u)$. Since this equality holds for any $u \in \mathbb{R}^q$, we have proved the sufficient condition.

Then we show the necessary condition: if $\phi_t(u) = \phi_0(u)$ for all $u \in \mathbb{R}^q$, then $Pr[\gamma_t(X_t) = g_0(X_t)] = 1$. By Law of Iterated Expectation,

$$
\phi_t(u) - \phi_0(u) = \int [\gamma_t(x) - g_0(x)] e^{iu'z} dF_{XZ}(x, z) = \int E[\gamma_t(X_t) - g_0(X_t)|Z_t = z] e^{iu'z} dF_Z(z),
$$

where $F_{XZ}(x, z)$ and $F_Z(z)$ denote the joint CDF of $X_t$ and $Z_t$ and marginal CDF of $Z_t$. We first show that if $\phi_t(u) = \phi_0(u)$ for all $u \in \mathbb{R}^q$, then $Pr[\Delta_t(Z_t) = 0] = 1$.

Put

$$
\delta_t^{(1)}(z) = \max\{\Delta_t(z), 0\}, \quad \delta_t^{(2)}(z) = \max\{-\Delta_t(z), 0\},
$$

such that $\delta_t^{(1)}(z)$ and $\delta_t^{(2)}(z)$ are non-negative Borel measurable functions on $\mathbb{R}^q$ and

$$
\Delta_t(z) = \delta_t^{(1)}(z) - \delta_t^{(2)}(z).
$$

Now, let the moments

$$
c_t^{(j)} = E[\delta_t^{(j)}(z)], \quad j = 1, 2.
$$

Define the new probability measures $\nu_t^{(1)}$ and $\nu_t^{(2)}$ on the Euclidean Borel field $\mathcal{B}$ as

$$
\nu_t^{(j)}(B) = \int_B \delta_t^{(j)}(z) dF_Z(z)/c_t^{(j)}, \quad j = 1, 2,
$$

where $B$ is an arbitrary Borel set in $\mathcal{B}$. Now we can rewrite

$$
\phi_t(u) - \phi_0(u) = \int \Delta_t(z) e^{iu'z} dF_Z(z) = \int [\delta_t^{(1)}(z) - \delta_t^{(2)}(z)] e^{iu'z} dF_Z(z) = \int \delta_t^{(1)}(z) e^{iu'z} dF_Z(z) - \int \delta_t^{(2)}(z) e^{iu'z} dF_Z(z).
$$

Given $\nu_t^{(j)}(B) = \int_B \delta_t^{(j)}(z) dF_Z(z)/c_t^{(j)}$ for $j = 1, 2$, we have

$$
d\nu_t^{(j)}(z) c_t^{(j)} = \delta_t^{(j)}(z) dF_Z(z).
$$

Thus

$$
\phi_t(u) - \phi_0(u) = \int \delta_t^{(1)}(z) e^{iu'z} dF_Z(z) - \int \delta_t^{(2)}(z) e^{iu'z} dF_Z(z) = c_t^{(1)} \int e^{iu'z} d\nu_t^{(1)}(z) - c_t^{(2)} \int e^{iu'z} d\nu_t^{(2)}(z).
$$
Since \( \phi_t(u) - \phi_0(u) = 0 \) for all \( u \in \mathbb{R}^q \) and all \( t \), we have \( c_t^{(1)} = c_t^{(2)} \) for all \( t \) by letting \( u = 0 \) and the fact that \( v_t^{(1)} \) and \( v_t^{(2)} \) are both probability measures. Therefore, we have
\[
\int e^{iu^Tz}d\nu_t^{(1)}(z) = \int e^{iu^Tz}d\nu_t^{(2)}(z)
\]
for all \( u \in \mathbb{R}^q \) and all \( t \). And it is equivalent to say that the two probability measures \( \nu_t^{(1)} \) and \( \nu_t^{(2)} \) are equal for all \( t \). Then we have
\[
\int_B \delta_t^{(1)}(z)dF(z) = \int_B \delta_t^{(2)}(z)dF(z),
\]
for every Borel set \( B \) and all \( t \). Furthermore, by the definition of \( \delta_t^{(1)}(z) \) and \( \delta_t^{(2)}(z) \), we have
\[
\int_B \Delta_t(z)dF(z) = 0
\]
for every Borel set \( B \) and all \( t \). Let
\[
B_1 = \{ z \in \mathbb{R}^q : \Delta_t(z) > 0 \},
\]
and
\[
B_2 = \{ z \in \mathbb{R}^q : \Delta_t(z) < 0 \},
\]
be two Borel sets. Then \( B_1 \cup B_2 = \{ z \in \mathbb{R}^q : \Delta_t(z) \neq 0 \} \) is a null set with respect to \( F(z) \). Thus we have proved that if \( \phi_t(u) = \phi_0(u) \) for all \( u \in \mathbb{R}^q \) and all \( t \), then \( Pr[\Delta_t(z) = 0] = 1 \) for all \( t \).

Next, we need to show that \( Pr[\Delta_t(z) = 0] = 1 \) implies \( Pr[g_t(X_t) - g_0(X_t) = 0] = 1 \). Given \( \Delta_t(z) = E[g(X_t, \frac{t}{\nu})] = z - E[g_0(X_t)Z_t = z] = 0 \), we have
\[
\frac{\partial\Delta(z, \frac{t}{\nu})}{\partial\frac{t}{\nu}} = \frac{\partial E[g(X_t, \frac{t}{\nu})]}{\partial\frac{t}{\nu}} = 0,
\]
for any non-zero Borel sets. However, it contradicts Assumption 7, where \( E[g_t(X_t)Z_t = z] = E[g(X_t, \frac{t}{\nu})Z_t = z] = r(z, \frac{t}{\nu}) \) such that \( \frac{dr(z, \frac{t}{\nu})}{\partial\frac{t}{\nu}} \neq 0 \) for a non-zero Borel measurable set. Therefore, if \( Pr[\Delta_t(z) = 0] = 1 \) for all \( t \), then \( Pr[g_t(X_t) = g_0(X_t)] = 1 \) and we have proved the necessary condition.

Intuitively, the instrument \( Z_t \) must capture the time-varying feature of \( g_t(X_t) \) after the Fourier transform. Under the case of no endogeneity, this condition is satisfied automatically. ■

**Proof of Theorem 1.** We decompose \( T^{1/2} \hat{Q} \):
\[
T^{1/2} \hat{Q} = h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^q} \left| \hat{\phi}_t(u) - \hat{\phi}_0(u) \right|^2 W(u)du
= h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^q} \left| \hat{\phi}_t(u) - \phi_t(u) \right|^2 W(u)du + h^{1/2} \int_{\mathbb{R}^q} \sum_{t=1}^{T} \left| \hat{\phi}_0(u) - \phi_t(u) \right|^2 W(u)du
- 2h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^q} \text{Re} \left\{ \left[ \hat{\phi}_t(u) - \phi_t(u) \right] \left[ \hat{\phi}_0(u) - \phi_t(u) \right]^* \right\} W(u)du
= \hat{Q}_1 + \hat{Q}_2 - 2\hat{Q}_3.
\]

The proof of Theorem 1 consists of the proofs of Theorems A.1–A.3. The asymptotic distribution is determined by \( \hat{Q}_1 \). Under \( H_0 \), \( Q_2 \) and \( \hat{Q}_3 \) have no impact on the asymptotic distribution of the test statistic \( T^{1/2} \hat{Q} \). ■

**Theorem A.1.** Under the conditions of Theorem 1, \( (\hat{Q}_1 - \hat{B})/\sqrt{\hat{V}} \overset{d}{\to} N(0,1) \) as \( T \to \infty \), where \( \hat{B} = h^{-1/2} \int_{\mathbb{R}^q} |\hat{B}(u, u)|W(u)du \int K^2(\eta)d\eta \) and \( \hat{V} = 2 \int_{\mathbb{R}^q} |\hat{V}(u, v)|W(u)|W(v)|dvdu \int \int K(\eta)K(\eta + \lambda)d\eta d\lambda \).

**Theorem A.2.** Under the conditions of Theorem 1, \( \hat{Q}_2 = o_p(1) \).

**Theorem A.3.** Under the conditions of Theorem 1, \( \hat{Q}_3 = o_p(1) \).

**Proof of Theorem A.1.** To show \( (\hat{Q}_1 - \hat{B})/\sqrt{\hat{V}} \overset{d}{\to} N(0,1) \) as \( T \to \infty \), it suffices to show the following propositions.
Proposition A.1. Under the conditions of Theorem 1, \( \hat{Q}_1 = B_1 + U + \text{op}(1) \), where

\[
B_1 = h^{-1/2} \int_{\mathbb{R}^d} E[|\epsilon_t(u)|^2] W(u) du \int K^2(\eta) d\eta,
\]

\[
U = \frac{1}{16h^{1/2}} \int_{t \leq s < t+H} \int_{\mathbb{R}^d} \text{Re} [\epsilon_s(u) \epsilon_t(u)^*] W(u) du \int K(\eta) K \left( \eta + \frac{s-r}{Th} \right) d\eta.
\]

Proposition A.2. Under the conditions of Theorem 1, \( (U - B_2)/\sqrt{V} \) \( \xrightarrow{d} N(0,1) \) as \( T \to \infty \), where

\[
B_2 = 2h^{-1/2} \sum_{j=1}^{\infty} \int_{\mathbb{R}^d} E(\text{Re} [\epsilon_t(u) \epsilon_{t+j}(u)^*]) W(u) du \int K^2(\eta) d\eta,
\]

\[
V = 2 \int_{\mathbb{R}^d} |\Omega(u, v)|^2 W(u) W(v) du dv \int \left[ \int K(\eta) K(\eta + \lambda) d\eta \right]^2 d\lambda.
\]

Proposition A.3. Under the conditions of Theorem 1, \( B_1 + B_2 - \hat{B} = \text{op}(1) \) and \( V - \hat{V} = \text{op}(1) \). ■

Proof of Proposition A.1. Given \( Y_t e^{i\omega Z_t} = \phi_t(u) + \epsilon_t(u) \),

\[
\hat{Q}_1 = h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^d} \left| \phi_t(u) - \phi_t(u) \right|^2 W(u) du
\]

\[
= h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^d} \sum_{s=t-[Th]}^{t+[Th]} Y_s e^{i \omega Z_s} H_{st} - \phi_t(u) W(u) du
\]

\[
= h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^d} \sum_{s=t-[Th]}^{t+[Th]} [\phi_s(u) + \epsilon_s(u)] H_{st} - \phi_t(u) W(u) du.
\]

Under assumption, \( \phi_t(u) = \phi_0(u) \) for all \( t \), and by the fact that \( \sum_{s=t-[Th]}^{t+[Th]} H_{st} = 1 \),

\[
\hat{Q} = h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^d} \sum_{s=t-[Th]}^{t+[Th]} \epsilon_s(u) H_{st} W(u) du
\]

\[
= h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^d} \sum_{s=t-[Th]}^{t+[Th]} \frac{1}{Th} K \left( \frac{s-t}{Th} \right) \epsilon_s(u) W(u) du + \text{op}(1)
\]

\[
= h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^d} \sum_{s=t-[Th]}^{t+[Th]} \frac{1}{Th} K \left( \frac{s-t}{Th} \right) \epsilon_s(u) W(u) du
\]

\[
+ h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^d} \sum_{s=t-[Th]}^{t+[Th]} \frac{1}{Th} K \left( \frac{s-t}{Th} \right) \epsilon_s(u) W(u) du
\]

\[
+ 2h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^d} \sum_{s=t-[Th]}^{t+[Th]} \frac{1}{Th} K \left( \frac{s-t}{Th} \right) K \left( \frac{r-t}{Th} \right) \text{Re} [\epsilon_s(u) \epsilon_t(u)^*] W(u) du
\]

\[
+ 2h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^d} \sum_{s=t-[Th]}^{t+[Th]} \frac{1}{Th} K \left( \frac{s-t}{Th} \right) K \left( \frac{r-t}{Th} \right) \text{Re} [\epsilon_s(u) \epsilon_t(u)^*] W(u) du
\]

\[
+ 2h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^d} \sum_{s=t-[Th]}^{t+[Th]} \frac{1}{Th} K \left( \frac{s-t}{Th} \right) K \left( \frac{r-t}{Th} \right) \text{Re} [\epsilon_s(u) \epsilon_t(u)^*] W(u) du + \text{op}(1)
\]

\[
= A_1 + R_1 + R_2 + R_3 + R_4 + R_5.
\]
where we use the property that $K(\eta) = 0$ for all $\eta \geq 1$ or $\eta \leq -1$. We decompose $A_1$ as

$$A_1 = \frac{1}{T^2h^{3/2}} \sum_{t=1}^{T} \int_{\mathbb{R}^q} \left[ \sum_{s=1}^{T} |\varepsilon_s(u)|^2 K^2\left(\frac{s-t}{Th}\right) + \sum_{s\neq t} \text{Re}[\varepsilon_s(u)\varepsilon_t(u)^*] K\left(\frac{s-t}{Th}\right) K\left(\frac{r-t}{Th}\right) \right] W(u) du$$

$$= \frac{1}{T^2h^{3/2}} K^2(0) \sum_{t=1}^{T} \int_{\mathbb{R}^q} |\varepsilon_t(u)|^2 W(u) du + \frac{1}{T^2h^{3/2}} \sum_{s\neq t} K^2\left(\frac{s-t}{Th}\right) \int_{\mathbb{R}^q} |\varepsilon_s(u)|^2 W(u) du$$

$$+ \frac{2}{T^2h^{3/2}} \sum_{s\neq t} K\left(\frac{s-t}{Th}\right) K(0) \int_{\mathbb{R}^q} \text{Re}[\varepsilon_s(u)\varepsilon_t(u)^*] W(u) du$$

$$+ \frac{1}{T^2h^{3/2}} \sum_{s\neq t} K\left(\frac{s-t}{Th}\right) K\left(\frac{r-t}{Th}\right) \int_{\mathbb{R}^q} \text{Re}[\varepsilon_s(u)\varepsilon_t(u)^*] W(u) du$$

$$= R_6 + A_2 + R_7 + A_3.$$

Now we show $A_2 = B_1 + o(1)$:

$$A_2 = \frac{1}{T^2h^{3/2}} \sum_{s \neq t} K^2\left(\frac{s-t}{Th}\right) \int_{\mathbb{R}^q} |\varepsilon_s(u)|^2 W(u) du$$

$$= \frac{2}{T^2h^{3/2}} \sum_{s=1}^{T-1} \int_{\mathbb{R}^q} |\varepsilon_s(u)|^2 W(u) du \sum_{t=s+1}^{T} K^2\left(\frac{t-s}{Th}\right)$$

$$= \frac{2}{T^2h^{3/2}} \sum_{s=1}^{T-1} \int_{\mathbb{R}^q} E[|\varepsilon_s(u)|^2] W(u) du \sum_{j=1}^{T-s} K^2\left(\frac{j}{Th}\right)$$

$$+ \frac{2}{T^2h^{3/2}} \sum_{s=1}^{T-1} \int_{\mathbb{R}^q} (|\varepsilon_s(u)|^2 - E[|\varepsilon_s(u)|^2]) W(u) du \sum_{j=1}^{T-s} K^2\left(\frac{j}{Th}\right)$$

$$= E(A_2) + [A_2 - E(A_2)].$$

For $E(A_2)$,

$$E(A_2) = \frac{2}{T^2h^{3/2}} \sum_{s=1}^{T-1} \int_{\mathbb{R}^q} E[|\varepsilon_s(u)|^2] W(u) du \sum_{j=1}^{T-s} K^2\left(\frac{j}{Th}\right)$$

$$= h^{-1/2} \int_{\mathbb{R}^q} E[|\varepsilon_s(u)|^2] W(u) du \int K^2(\eta)d\eta + o(1),$$

$$= B_1 + o(1),$$

where the second to last equality comes from

$$\frac{2}{Th} \sum_{j=1}^{T-1} \left(1 - \frac{j}{T}\right) K^2\left(\frac{j}{Th}\right) = \int K^2(\eta)d\eta + o(1).$$

For $A_2 - E(A_2)$, it is straightforward to see that $E[A_2 - E(A_2)] = 0$. Then we just need to check $E[(A_2 - E(A_2))^2] = \text{Var}(A_2)$:

$$\text{Var}(A_2) = \text{Var} \left[ \frac{2}{T^2h^{3/2}} \sum_{s=1}^{T-1} \int_{\mathbb{R}^q} |\varepsilon_s(u)|^2 W(u) du \sum_{j=1}^{T-s} K^2\left(\frac{j}{Th}\right) \right]$$

$$= \frac{4}{T^2h^3} \left[ \sum_{j=1}^{T-1} (T-j)K^2\left(\frac{j}{Th}\right) \right]^2 \int_{\mathbb{R}^q} \text{Var}[|\varepsilon_s(u)|^2 + 2 \sum_{j=1}^{T-1} (T-j)\text{cov}[\varepsilon_s(u), \varepsilon_{s+j}(u)^*]] W(u) du$$

$$\leq O(T^{-3} h^{-3})$$

$$= o(1),$$

where we use $\beta$-mixing conditions. Thus $A_2 - E(A_2) = oP(1)$ by Chebyshev's inequality.
Next we show that $A_3 = U + o_p(1)$:
\[
A_3 = \frac{1}{T^2 h^{3/2}} \sum_{s,t \neq 0} \int_{\mathbb{R}} K \left( \frac{s-t}{Th} \right) K \left( \frac{r-t}{Th} \right) \Re [e_s(u)e_r(u)^*] W(u) du \\
= \frac{1}{Th^{1/2}} \sum_{s \in \mathbb{D}_1} \int K(\eta) K \left( \eta + \frac{s-r}{Th} \right) d\eta \int_{\mathbb{R}} \Re [e_s(u)e_r(u)^*] W(u) du + o_p(1) \\
= U + o_p(1),
\]
where the last equality is by the Riemann approximation of an integral.

**Lemma A.1.** Under the conditions of Theorem 1, $R_j = o_p(1)$ for $j = 1 - 7$.

Thus we have proved Proposition A.1. The proof of Lemma A.1 is given in the supplementary material. ■

**Proof of Proposition A.2.** Given that the $U$-statistic we have here exhibits possible strong dependence on nearby observations, the conventional asymptotic theory may not work out. Thus, we have to first remove the terms with possible strong dependence and consider the asymptotic behavior of the remaining term. Following Hong et al. (2017), we introduce a new tuning parameter $p_T$ that satisfies $p_T \to \infty$, $p_T/Th \to 0$ as $T \to \infty$, and $\sum_{p_T}^{\infty} \beta(j) \leq C p_T^{-1}$. Denote $\mathbb{D}_1 = \{(s, r) : 1 \leq |s-r| \leq p_T, 1 \leq s \neq r \leq T\}$ and $\mathbb{D}_2 = \{(s, r) : p_T < |s-r| < T, 1 \leq s \neq r \leq T\}$. Then we can decompose $U$ as
\[
U = \frac{1}{Th^{1/2}} \sum_{s \in \mathbb{D}_1} \int K(\eta) K \left( \eta + \frac{s-r}{Th} \right) d\eta \int_{\mathbb{R}} \Re [e_s(u)e_r(u)^*] W(u) du \\
+ \frac{1}{Th^{1/2}} \sum_{s \in \mathbb{D}_2} \int K(\eta) K \left( \eta + \frac{s-r}{Th} \right) d\eta \int_{\mathbb{R}} \Re [e_s(u)e_r(u)^*] W(u) du \\
= U_1 + U_2.
\]
First, we show that $U_1 = B_2 + o_p(1)$:
\[
U_1 = \frac{1}{Th^{1/2}} \sum_{s \in \mathbb{D}_1} \int K^2(\eta)d\eta \int_{\mathbb{R}} \Re [e_s(u)e_r(u)^*] W(u) du \\
+ \frac{1}{Th^{1/2}} \sum_{s \in \mathbb{D}_1} \int K(\eta) K \left( \eta + \frac{s-r}{Th} \right) - K(\eta) \right) d\eta \int_{\mathbb{R}} \Re [e_s(u)e_r(u)^*] W(u) du \\
= U_{11} + U_{12}.
\]
Now, we claim that $U_{11} = B_2 + o_p(1)$ and $U_{12} = o_p(1)$. For $U_{11}$, we can decompose it as $U_{11} = E(U_{11}) + U_{11} - E(U_{11})$. Then we show that $E(U_{11}) = B_2 + o_p(1)$ and $U_{11} - E(U_{11}) = o_p(1)$.
\[
E(U_{11}) = E \left\{ \frac{1}{Th^{1/2}} \sum_{s \in \mathbb{D}_1} \int K^2(\eta)d\eta \int_{\mathbb{R}} \Re [e_s(u)e_r(u)^*] W(u) du \right\} \\
= \frac{1}{Th^{1/2}} \sum_{s = 1}^{T-1} \frac{1}{\min(p_T, T-s)} \int_{\mathbb{R}} E \left( \Re [e_s(u)e_r(u)^*] + e_r(u)e_s(u)^* \right) W(u) du \int K^2(\eta)d\eta + o_p(1) \\
= h^{-1/2} \sum_{j = 1}^{\infty} \int_{\mathbb{R}} E \left( \Re [e_s(u)e_{s+j}(u)^*] + e_{s+j}(u)e_{s}(u)^* \right) W(u) du \int K^2(\eta)d\eta + o_p(1) \\
= 2h^{-1/2} \sum_{j = 1}^{\infty} \int_{\mathbb{R}} E \left( \Re [e_s(u)e_{s+j}(u)^*] \right) W(u) du \int K^2(\eta)d\eta + o_p(1) \\
= B_2 + o_p(1).
\]
To show $U_{11} - E(U_{11}) = o_p(1)$, we just need to calculate $E[(U_{11} - E(U_{11}))^2]$:
\[
E[(U_{11} - E(U_{11}))^2] = E \left\{ \left( \frac{1}{Th^{1/2}} \sum_{s \in \mathbb{D}_1} \int K^2(\eta)d\eta \int_{\mathbb{R}} \Re [e_s(u)e_r(u)^*] W(u) du \right)^2 \right\} \\
- E \left\{ \left( \frac{1}{Th^{1/2}} \sum_{s \in \mathbb{D}_1} \int K^2(\eta)d\eta \int_{\mathbb{R}} \Re [e_s(u)e_r(u)^*] W(u) du \right) \right\}^2 \\
= \frac{1}{T^2 h} \sum_{s \in \mathbb{D}_1} \sum_{l,m \in \mathbb{D}_1} E \left[ \Re [\sigma(\mathbb{Z}_s, \mathbb{Z}_r) \sigma(\mathbb{Z}_l, \mathbb{Z}_m)] \int K^2(\eta)d\eta \right]^2.
\]
where we define
\[
\sigma(\Xi_1, \Xi_2) = \int_{\mathbb{R}} [\varepsilon_i(u)\varepsilon_r(u)^* - E(\varepsilon_i(u)\varepsilon_r(u)^*)]W(u)du.
\]

By Lemma 1 of Yoshihara (1976) and Proposition 4 of Hong et al. (2017), \(E([U_{11} - E(U_{11})]^2) = op(T^{-1}h^{-1}p_T) = op(1)\). By Chebyshev’s Inequality, we have \(U_{11} = E(U_{11}) + op(1)\). Thus, we have \(U_{11} = B_2 + op(1)\).

Next, we work on \(U_{12}\): by Lipschitz condition, we have
\[
\left| K\left( \eta + \frac{s - r}{Th} \right) - K(\eta) \right| \leq C \left| \frac{s - r}{Th} \right|.
\]

Thus,
\[
E(U_{12}) = \frac{2}{Th^{1/2}} \sum_{s, r \in \mathbb{L}_2} \int R K(\eta) K\left( \eta + \frac{s - r}{Th} \right) d\eta \int_{\mathbb{R}} \text{Re}[\varepsilon_i(u)\varepsilon_r(u)^*]W(u)du
\leq C \frac{1}{Th^{1/2}} \sum_{j = 1}^{pr} \mu(j)^{\frac{s}{r}}
= o(1).
\]

By similar by tedious derivation as in showing \(E[U_{11} - E(U_{11})^2] = o(1)\), we can show \(E(U_{12} - E(U_{12})^2) = o(p_T^2T^{-3}h^{-3}) = o(1)\). Thus, \(U_{12} = op(1)\) by Chebyshev’s inequality.

Now, we work on \(U_2\), which determines the asymptotic distribution of our test statistic:
\[
U_2 = \frac{1}{Th^{1/2}} \sum_{s, r \in \mathbb{L}_2} \int R K(\eta) K\left( \eta + \frac{s - r}{Th} \right) d\eta \int_{\mathbb{R}} \text{Re}[\varepsilon_i(u)\varepsilon_r(u)^*]W(u)du
= \frac{2}{Th^{1/2}} \sum_{j = 1}^{T - pr + 1} \sum_{s, r \in \mathbb{L}_2} \int R K(\eta) K\left( \eta + \frac{s - r}{Th} \right) d\eta \int_{\mathbb{R}} \text{Re}[\varepsilon_i(u)\varepsilon_r(u)^*]W(u)du.
\]

First, the mean of \(U_2\) is
\[
E(U_2) = \frac{2}{Th^{1/2}} \sum_{j = 1}^{T - pr + 1} \int_{\mathbb{R}} E\left\{ \text{Re}[\varepsilon_i(u)\varepsilon_r(u)^*] \right\} W(u)du \int R K(\eta) K\left( \eta + \frac{j}{Th} \right) d\eta
\leq Ch^{1/2} \sum_{j = 1}^{T - pr + 1} j^2 \beta(j) \int R K(\eta)K(\eta + \lambda)d\eta d\lambda
\leq O(h^{1/2}p_T^{-1})
= o(1).
\]

Given \(E(U_2) = o(1)\), we have \(\operatorname{Var}(U_2) = E(U_2^2) + op(1)\). The variance of \(U_2\) is given by the following lemma.

**Lemma A.2.** Under the conditions of Theorem 1, \(E(U_2^2) = V + op(1)\), where
\[
V = 2 \int_{\mathbb{R}^2} |\Omega(u, v)|^2W(u)W(v)du dv \int \left[ \int R K(\eta)K(\eta + \lambda)d\eta \right]^2 d\lambda.
\]

The proof of Lemma A.2 is given in the supplementary material. At last, we prove asymptotic normality of \(Z = U_2/\sqrt{\operatorname{Var}(U_2)} \overset{d}{\rightarrow} N(0, 1)\). Here, we make use of the central limit theorem in Hong et al. (2017) and we can show that for all \(a \in \mathbb{R}\), the moment generating function of \(Z\) is
\[
M_Z(a) = E(e^{aZ}) = \sum_{r = 1}^{\infty} \frac{1}{r!} \left( \frac{a^2}{2} \right)^r = e^{\frac{a^2}{2}}.
\]

By the uniqueness of moment generating function, we can show that \(Z \sim N(0, 1)\).

**Proof of Proposition A.3.** We show that the estimators \(\hat{B}\) and \(\hat{V}\) are consistent estimators for \(B\) and \(V\) respectively. Given
\[
\hat{B} = h^{-1/2} \int_{\mathbb{R}} |\hat{\Omega}(u, u)|W(u)du \int K^2(\eta)d\eta,
\]
and
\[
B = h^{-1/2} \int_{\mathbb{R}} |\Omega(u, u)|W(u)du \int K^2(\eta)d\eta,
\]
where
it is sufficient to show that \( \hat{\Omega}(u, u) - \Omega(u, u) = \text{op}(h^{1/2}) \). Let \( \hat{\Omega}(u, u) = \sum_{j=-p_T}^{p_T} k(\frac{j}{p_T}) \hat{\sigma}_j(u, u) \) where \( \hat{\sigma}_j(u, u) = \frac{1}{T-j} \sum_{t=1}^{T-j} \varepsilon_t(u) \varepsilon_{t+j(u)} \). Then we can decompose
\[
\hat{\Omega}(u, u) - \Omega(u, u) = \hat{\Omega}(u, u) - \hat{\Omega}(u, u) + \hat{\Omega}(u, u) - \hat{\Omega}(u, u) = D_1 + D_2.
\]
First, we can decompose \( D_1 = E(D_1) + D_1 - E(D_1) \).

\[
E(D_1) = E[\hat{\Omega}(u, u) - \Omega(u, u)] = \sum_{j=-p_T}^{p_T} k(\frac{j}{p_T}) \frac{1}{T-j} \sum_{t=1}^{T-j} [\hat{\varepsilon}_t(u) \hat{\varepsilon}_{t+j}(u) - \varepsilon_t(u) \varepsilon_{t+j(u)}] = ED_{11} + ED_{12}
\]

We show that \( ED_{11} = O(p_T^{-1}) \) by Lipschitz condition. And \( ED_{12} = O(p_T^{-1}) \) by the condition on \( p_T: \sum_{j> p_T} \sigma_j(u, u) \leq p_T^{-1} \). Therefore, we have \( ED_1 = \text{op}(h^{1/2}) \) since \( h^{1/2}p_T \to \infty \). For \( D_1 - ED_1 \), we can follow Hong et al. (2017) to show that \( ED_2^2 = O(T^{-1}) = o(h^{1/2}) \). Thus, \( D_1 = \text{op}(h^{1/2}) \) by Chebyshev’s inequality.

Now, we will work on \( D_2 \):
\[
D_2 = \hat{\Omega}(u, u) - \hat{\Omega}(u, u) = \sum_{j=-p_T}^{p_T} k(\frac{j}{p_T}) \frac{1}{T-j} \sum_{t=1}^{T-j} [\hat{\varepsilon}_t(u) \hat{\varepsilon}_{t+j}(u) - \hat{\varepsilon}_t(u) \hat{\varepsilon}_{t+j}(u)]
\]

Under \( \mathbb{H}_0 \), \( \hat{\varepsilon}_t(u) - \varepsilon_t(u) = \phi_0(u) - \hat{\phi}_0(u) = \text{Op}(T^{-1/2}) \) for all \( t \). Thus, we have \( D_2 = \text{Op}(T^{-1/2}p_T) \), \( D_22 = \text{Op}(T^{-1/2}p_T) \), and \( D_23 = \text{Op}(T^{-1/2}p_T) \). Then we know that \( D_2 = \text{op}(h^{1/2}) \). Thus, we have shown that \( \hat{\Omega}(u, u) - \Omega(u, u) = \text{op}(h^{1/2}) \) and therefore \( B - B = \text{op}(1) \). Following analogous proof, we can show \( V - V = \text{op}(1) \). ■

**Proof of Theorem A.2.** The proof of Theorem A.2 is given in the supplementary material. ■

**Proof of Theorem A.3.** The proof of Theorem A.3 is given in the supplementary material. ■

**Proof of Theorem 2.** Under \( \mathbb{H}_A: \phi_t(u) \neq \phi_0(u) \), we decompose
\[
T^{1/2} \hat{Q} = \int_{\mathbb{R}} \left| \phi_t(u) - \hat{\phi}_0(u) \right|^2 W(u) du = \int_{\mathbb{R}} \left| \phi_t(u) - \phi_0(u) \right|^2 W(u) du
\]
Then we investigate

\[ Q \]

where we use Assumption 1 (iii) and

\[ B \]

It is straightforward to see

\[ \hat{Q}_{41} = 4 \hat{Q}_1. \]

By the results in Propositions A.1 and A.2, \( \hat{Q}_{41} = 4B + 4U + o_p(1) \), where \( B = O(p^{-1/2}) \). For \( \hat{Q}_{42} \), by the Taylor expansion of \( \phi(t) \equiv \phi(u, \frac{t}{T}) \) around \( t/T \), we have

\[ \phi(t) = \phi(t) + \phi'(t) \left( \frac{s-t}{T} \right) + \frac{1}{2} \phi''(t) \left( \frac{s-t}{T} \right)^2 + o \left( \left( \frac{s-t}{T} \right)^2 \right). \]

Therefore,

\[ \hat{Q}_{42} = 4h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^q} \left| \phi(t)H_{it} - \phi(t) \right|^2 W(u)du \]

\[ = \hat{Q}_{41} + \hat{Q}_{42}. \]

Thus, combining the results on \( \hat{Q}_{41} \) and \( \hat{Q}_{42} \), we have

\[ \hat{Q}_4 = O(Th^{1/2}). \]

where we use Assumption 1 (iii) and \( \int_{\mathbb{R}^q} |u|^4 W(u)du < \infty \). Thus, \( \hat{Q}_4 = O(Th^{1/2}) \). Combining \( \hat{Q}_{41} \) and \( \hat{Q}_{42} \), we have

\[ \hat{Q}_4 = O(Th^{1/2}). \]
Next, we decompose
\[ \hat{Q}_5 = h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}} \left| \hat{\phi}_0(u) - \phi_0(u) \right|^2 W(u)du \]
\[ = Th^{1/2} \int_{\mathbb{R}} \left| \frac{1}{T} \sum_{t=1}^{T} \epsilon_t(u) \right|^2 W(u)du + Th^{1/2} \int_{\mathbb{R}} \left| \frac{1}{T} \sum_{t=1}^{T} [\phi_t(u) - \phi_0(u)] \right|^2 W(u)du \]
\[ + 2Th^{1/2} \int_{\mathbb{R}} \text{Re} \left[ \frac{1}{T} \sum_{t=1}^{T} \epsilon_t(u) \frac{1}{T} \sum_{t=1}^{T} (\phi_t(u) - \phi_0(u))^* \right] W(u)du \]
\[ = \hat{Q}_{51} + \hat{Q}_{52} + \hat{Q}_{53}. \]

For \( \hat{Q}_{51} \), we decompose
\[ \hat{Q}_{51} = Th^{1/2} \int_{\mathbb{R}} \left| \frac{1}{T} \sum_{t=1}^{T} \epsilon_t(u) \right|^2 W(u)du \]
\[ = T^{-1}h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}} |\epsilon_t(u)|^2 W(u)du \]
\[ + T^{-1}h^{1/2} \sum_{t \neq t'} \int_{\mathbb{R}} \text{Re}[\epsilon_t(u)\epsilon_t(u)^*]W(u)du \]
\[ = \hat{Q}_{511} + \hat{Q}_{512}. \]

It is straightforward to show that \( E(\hat{Q}_{511}) = O(h^{1/2}) \) and \( \text{var}(\hat{Q}_{511}) = O(h) \). For \( \hat{Q}_{512} \), we show
\[ E(\hat{Q}_{512}) = T^{-1}h^{1/2} \sum_{t \neq t'} \int_{\mathbb{R}} \text{Re}[\epsilon_t(u)\epsilon_t(u)^*]W(u)du \]
\[ = 2h^{1/2} \sum_{j=1}^{T-1} \left(1 - \frac{j}{T}\right) \int_{\mathbb{R}} \text{Re}[\epsilon_1(u)\epsilon_{1+j}(u)^*]W(u)du \]
\[ = O(h^{1/2}), \]
by the \( \beta \)-mixing condition. And by Lemma A(ii) of Hjellvik et al. (1998), we can show \( E(\hat{Q}_{512}^2) = O(h) \). By Chebyshev’s inequality, we have \( \hat{Q}_{51} = Op(h^{1/2}) \).

Next, it is straightforward to see \( \hat{Q}_{52} = Op(Th^{1/2}) \) given Assumption 1(iii) and Assumption 4. And by triangle inequality,
\[ \hat{Q}_{53} \leq Th^{1/2}h^{1/2} \int_{\mathbb{R}} \left| \frac{1}{T} \sum_{t=1}^{T} \epsilon_t(u) \right|^2 W(u)du + Th^{1/2} \int_{\mathbb{R}} \left| \frac{1}{T} \sum_{t=1}^{T} [\phi_t(u) - \phi_0(u)] \right|^2 W(u)du \]
\[ = Op(Th^{1/2}). \]

Therefore, it follows that \( \hat{Q}_5 = Op(Th^{1/2}) \).

At last, by the triangle inequality,
\[ \hat{Q}_5 = 2h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}} \text{Re} \left[ \left( \hat{\phi}_t(u) - \phi_0(u) \right)^* \left( \hat{\phi}_0(u) - \phi_0(u) \right)^* \right] W(u)du \]
\[ \leq h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}} \left| \hat{\phi}_t(u) - \phi_0(u) \right|^2 W(u)du + h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}} \left| \hat{\phi}_0(u) - \phi_0(u) \right|^2 W(u)du \]
\[ = Op(Th^{1/2}). \]

Therefore, \( Th^{1/2} \hat{Q}_5 = Op(Th^{1/2}) \) under \( \mathbb{H}_a \). Since we have shown that \( \hat{B} = Op(h^{-1/2}) \) and \( \hat{V} = Op(1) \),
\[ \hat{S}_Q = \frac{Th^{1/2} \hat{Q} - \hat{B}}{\sqrt{\hat{V}}} = Op(Th^{1/2}). \]

Thus,
\[ \text{Pr}(\hat{S}_Q > M_T) \to 1, \]
as \( T \to \infty \) under \( \mathbb{H}_a \) for any non-stochastic constants \( M_T = o(Th^{1/2}) \).
Proof of Theorem 3. Under $H_{A1}: g_0(X_t) = g_0(X_t) = \kappa_T l_1(X_t, \frac{t}{T})$, let
\[
\phi_t(u) - \phi_0(u) = \int_{\mathbb{R}^q} [g_t(x) - g_0(x)] e^{iu^T z} dF_Z(x, z)
\]
\[
= \kappa_T \int_{\mathbb{R}^q} l_1(X_t, \frac{t}{T}) e^{iu^T z} dF_Z(x, z)
\]
\[
\equiv \kappa_T \psi_t(u).
\]
Using the same decomposition as in the proof of Theorem 2, we have
\[
T^{1/2} \hat{Q} = h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^q} \left| \hat{\phi}_t(u) - \phi_0(u) \right|^2 W(u) du
\]
\[
= h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^q} \left| \hat{\phi}_t(u) - \phi_0(u) \right|^2 W(u) du
\]
\[
+ h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^q} \left| \hat{\phi}_0(u) - \phi_0(u) \right|^2 W(u) du
\]
\[
- 2h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^q} Re \left\{ \left[ \hat{\phi}_t(u) - \phi_0(u) \right] \left[ \hat{\phi}_0(u) - \phi_0(u) \right]^* \right\} W(u) du
\]
\[
= \hat{Q}_4 + \hat{Q}_5 + \hat{Q}_6.
\]
We first decompose $\hat{Q}_4$:
\[
\hat{Q}_4 = h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^q} \left| \phi_t(u) - \phi_t(u) + \phi_t(u) - \phi_0(u) \right|^2 W(u) du
\]
\[
= h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^q} \left| \phi_t(u) - \phi_t(u) \right|^2 W(u) du + h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^q} \left| \phi_t(u) - \phi_0(u) \right|^2 W(u) du
\]
\[
+ 2h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^q} Re \left\{ \left[ \phi_t(u) - \phi_t(u) \right] \phi_t(u) - \phi_0(u) \right\} W(u) du
\]
\[
= h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^q} \left| \phi_t(u) - \phi_t(u) \right|^2 W(u) du + h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^q} \kappa_T^2 |\psi_t(u)|^2 W(u) du
\]
\[
+ 2h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^q} Re \left\{ \left[ \phi_t(u) - \phi_t(u) \right] \kappa_T \psi_t(u) \right\} W(u) du
\]
\[
= \hat{Q}_{43} + \hat{Q}_{44} + \hat{Q}_{45}.
\]
For $\hat{Q}_{43}$:
\[
\hat{Q}_{43} = h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^q} \left| \phi_t(u) - \phi_t(u) \right|^2 W(u) du
\]
\[
= h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^q} \left| \phi_t(u) + \epsilon_t(u)H_{it} - \phi_t(u) \right|^2 W(u) du
\]
\[
= h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^q} \left| \phi_t(u) + \epsilon_t(u)H_{it} - \phi_t(u) \right|^2 W(u) du
\]
\[
+ h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^q} \left| \phi_t(u)H_{it} - \phi_t(u) \right|^2 W(u) du.
\]
Based on the Taylor expansion, we show that

\[ \hat{q}_{43} + \hat{q}_{432} + \hat{q}_{433}. \]

By Proposition A.1, we have \( \hat{q}_{431} = B + U + o_p(1) \). Given \( l_1 \) is twice continuously differentiable with respect to \( \frac{t}{T} \), we have

\[ \psi_s(u) = \psi_t(u) + \psi'_t(u) \left( \frac{s-t}{T} \right) + \frac{1}{2} \psi''_t(u) \left( \frac{s-t}{T} \right)^2 + o \left( \left( \frac{s-t}{T} \right)^2 \right), \]

by second-order Taylor expansion around \( \frac{t}{T} \). Therefore,

\[
\hat{q}_{432} = h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^2} \left( \sum_{s=-[T/2]}^{t-[T/2]} \phi_s(u)H_{st} - \phi_t(u) \right)^2 W(u)du
\]

\[ = h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^2} \left( \sum_{s=-[T/2]}^{t-[T/2]} [\phi_0(u) + \kappa_T \psi_s(u)]H_{st} - [\phi_0(u) + \kappa_T \psi_t(u)] \right)^2 W(u)du
\]

\[ = h^{1/2} \kappa_T^2 \sum_{t=1}^{T} \int_{\mathbb{R}^2} \left( \sum_{s=-[T/2]}^{t-[T/2]} \psi_s(u)H_{st} - \psi_t(u) \right)^2 W(u)du
\]

\[ = h^{1/2} \kappa_T^2 \sum_{t=1}^{T} \int_{\mathbb{R}^2} \left( \sum_{s=-[T/2]}^{t-[T/2]} \psi'_s(u) \left( \frac{s-t}{T} \right) + \psi''_s(u) \left( \frac{s-t}{T} \right)^2 + o \left( \left( \frac{s-t}{T} \right)^2 \right) \right) H_{st} \bigg| W(u)du
\]

\[ = h^{1/2} \kappa_T^2 \sum_{t=1}^{T} \int_{\mathbb{R}^2} \left( \sum_{s=-[T/2]}^{t-[T/2]} \left( \frac{1}{T} \sum_{j=-[T/2]}^{t+j-[T/2]} \phi_j(u) \right) \left( \frac{s-t}{T} \right) + \psi''_t(u) \left( \frac{s-t}{T} \right)^2 + o \left( \left( \frac{s-t}{T} \right)^2 \right) \right) K \left( \frac{s-t}{T} \right)^{1/2} W(u)du
\]

\[ + o_p(1)
\]

\[ = h^{1/2} \kappa_T^2 \sum_{t=1}^{T} \int_{\mathbb{R}^2} \left( \sum_{s=-[T/2]}^{t-[T/2]} \left( \frac{1}{T} \sum_{j=-[T/2]}^{t+j-[T/2]} \phi_j(u) \right) \left( \frac{j}{T} \right) + \frac{h^2}{2} \psi''_t(u) \left( \frac{j}{T} \right)^2 + o \left( \left( \frac{j}{T} \right)^2 \right) \right) K \left( \frac{j}{T} \right)^{1/2} W(u)du
\]

\[ + o(1)
\]

Based on the Taylor expansion, we show that \( \sum_{s=-[T/2]}^{t-[T/2]} \phi_s(u)H_{st} - \phi_t(u) = O(\kappa_T h^2) \). Then by Cauchy–Schwarz inequality, we can show that \( \hat{q}_{433} = O(h^{7/4}) \). Therefore, \( \hat{q}_{43} = B + U + o_p(1) \).

\[
\hat{q}_{44} = h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^2} \kappa_T^2 |\psi_t(u)|^2 W(u)du
\]

\[ = \frac{1}{T} \sum_{t=1}^{T} \int_{\mathbb{R}^2} |\psi_t(u)|^2 W(u)du
\]

\[ = \int_{\mathbb{R}^2} \int_{0}^{1} |\psi(u, \eta)|^2 W(u)d\eta du + o(1).
\]

Next,

\[
\hat{q}_{45} = 2h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^2} \text{Re} \left\{ \left( \phi_t(u) - \phi_0(u) \right) \kappa_T \psi_t(u) \right\} W(u)du
\]

\[ = 2h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^2} \text{Re} \left\{ \left( \phi_t(u) - \phi_0(u) + \phi_0(u) - \phi_t(u) \right) \kappa_T \psi_t(u) \right\} W(u)du
\]

\[ = 2h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^2} \text{Re} \left\{ \left( \phi_t(u) - \phi_0(u) \right) \kappa_T \psi_t(u) \right\} W(u)du
\]
\[-2h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^q} Re \left\{ \left( \phi_t(u) - \phi_0(u) \right) \kappa_T \psi_t(u) \right\} W(u) du \]
\[= 2h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^q} Re \left\{ \left( \hat{\phi}_t(u) - \phi_0(u) \right) \kappa_T \psi_t(u) \right\} W(u) du \]
\[= 2h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^q} |\kappa_T \psi_t(u)|^2 W(u) du \]
\[= 2h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^q} Re \left\{ \left( \hat{\phi}_t(u) - \phi_0(u) \right) \kappa_T \psi_t(u) \right\} W(u) du \]
\[= 2 \int_{\mathbb{R}^q} \int_{0}^{1} |\psi(u, \eta)|^2 W(u) d\eta du + o_p(1) \]
\[= \hat{Q}_{4s1} + \hat{Q}_{4s2} + o_p(1). \]

We now work on \( \hat{Q}_5 \) and \( \hat{Q}_6 \). It follows
\[ \hat{Q}_5 = h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^q} \left| \phi_0(u) - \phi_0(u) \right|^2 W(u) du \]
\[= h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^q} \left| \frac{1}{T} \sum_{t=1}^{T} \psi_t \right|^2 W(u) du \]
\[= h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^q} \left| \frac{1}{T} \sum_{t=1}^{T} \left( \phi_t(u) + \epsilon_t(u) \right) - \phi_0(u) \right|^2 W(u) du \]
\[= h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^q} \left| \frac{1}{T} \sum_{t=1}^{T} \left( \phi_t(u) - \phi_0(u) + \epsilon_t(u) \right) \right|^2 W(u) du \]
\[= h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^q} \left| \frac{1}{T} \sum_{t=1}^{T} \kappa_T \psi_t(u) \right|^2 W(u) du + h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^q} \left| \frac{1}{T} \sum_{t=1}^{T} \epsilon_t(u) \right|^2 W(u) du \]
\[+ 2h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^q} Re \left\{ \left[ \frac{1}{T} \sum_{t=1}^{T} \kappa_T \psi_t(u) \right] \left[ \frac{1}{T} \sum_{t=1}^{T} \epsilon_t(u) \right]^* \right\} W(u) du \]
\[= \hat{Q}_{5s1} + \hat{Q}_{5s2} + \hat{Q}_{5s3}. \]

Given \( \kappa_T = T^{-1/2} h^{-1/4} \), we can show
\[ \hat{Q}_{5s1} = h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^q} \left| \frac{1}{T} \sum_{t=1}^{T} \kappa_T \psi_t(u) \right|^2 W(u) du \]
\[= \int_{\mathbb{R}^q} \left| \frac{1}{T} \sum_{t=1}^{T} \psi_t(u) \right|^2 W(u) du \]
\[= \int_{\mathbb{R}^q} \int_{0}^{1} \psi(u, \tau) d\tau \left| \frac{1}{T} \sum_{t=1}^{T} \epsilon_t(u) \right|^2 W(u) du + o(1). \]
For $\hat{Q}_{52}$, it is identical to $\hat{Q}_2$ and we have shown that $\hat{Q}_2 = \text{op}(1)$. Thus $\hat{Q}_{52} = \text{op}(1)$. Given $\psi_t(u)$ is non-stochastic and $\kappa_T = T^{-1/2}h^{-1/4}$,

$$
\hat{Q}_{53} = 2h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^d} \text{Re} \left\{ \left[ \frac{1}{T} \sum_{t=1}^{T} \kappa_T \psi_t(u) \right] \left[ \frac{1}{T} \sum_{t=1}^{T} \epsilon_t(u) \right]^* \right\} W(u)du
$$

$$= 2T^{-1/2}h^{1/4} \sum_{t=1}^{T} \int_{\mathbb{R}^d} \text{Re} \left\{ \int_{0}^{1} \psi(u, \tau) d\tau \left[ \frac{1}{T} \sum_{t=1}^{T} \epsilon_t(u) \right]^* \right\} W(u)du + \text{op}(1)
$$

$$= 2T^{1/2}h^{1/4} \int_{\mathbb{R}^d} \text{Re} \left\{ \int_{0}^{1} \psi(u, \tau) d\tau \left[ \frac{1}{T} \sum_{t=1}^{T} \epsilon_t(u) \right]^* \right\} W(u)du + \text{op}(1).
$$

The order of magnitude of $\hat{Q}_{53}$ is solely determined by $\frac{1}{T} \sum_{t=1}^{T} \epsilon_t(u)$. It is trivial to show that $\hat{Q}_{53} = O(h^{1/4}) = \text{op}(1)$. Therefore, we have shown that

$$\hat{Q}_5 = \int_{\mathbb{R}^d} \left| \int_{0}^{1} \psi(u, \tau) d\tau \right|^2 \text{W}(u)du + \text{op}(1).$$

Next, for $\hat{Q}_6$:

$$\hat{Q}_6 = -2h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^d} \text{Re} \left\{ \left[ \hat{\phi}_t(u) - \phi_0(u) \right] \left[ \phi_0(u) - \phi_0(u) \right]^* \right\} W(u)du$$

$$= -2h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^d} \text{Re} \left\{ \left[ \hat{\phi}_t(u) - \phi_0(u) \right] \left[ \frac{1}{T} \sum_{t=1}^{T} \kappa_T \psi_t(u) + \epsilon_t(u) \right]^* \right\} W(u)du$$

$$= -2h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^d} \text{Re} \left\{ \left[ \hat{\phi}_t(u) - \phi_0(u) \right] \left[ \frac{1}{T} \sum_{t=1}^{T} \kappa_T \psi_t(u) \right]^* \right\} W(u)du$$

$$= 2h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^d} \text{Re} \left\{ \left[ \hat{\phi}_t(u) - \phi_0(u) \right] \left[ \frac{1}{T} \sum_{t=1}^{T} \epsilon_t(u) \right]^* \right\} W(u)du$$

$$\equiv \hat{Q}_{61} + \hat{Q}_{62}.$$
By the weighted Cauchy–Schwarz inequality,

\[
R_8 \leq 2h^{1/2} \kappa_T^2 \int_{\mathbb{R}^q} \left\{ \left[ \sum_{t=1}^T \sum_{s=-[Th]}^{t-[Th]} \psi_s(u)H_{st} \right]^2 \right\}^{1/2} \left\{ \sum_{t=1}^T \left[ \frac{1}{T} \sum_{t=1}^T \psi_t(u) \right]^2 \right\} W(u)du \\
\leq 2 \left[ h^{1/2} \kappa_T^2 \int_{\mathbb{R}^q} \left[ \sum_{t=1}^T \sum_{s=-[Th]}^{t-[Th]} \psi_s(u)H_{st} \right]^2 W(u)du \right]^{1/2} \\
\times \left[ \int_{\mathbb{R}^q} \left[ \sum_{t=1}^T \left[ \frac{1}{T} \sum_{t=1}^T \psi_t(u) \right]^2 \right]^2 W(u)du \right]^{1/2}
\]

\[= O(1) \cdot O(T^{-1/2}) = o(1),\]

where the last equality needs \(|\psi_s(u)|^2 < C\) for all \(u \in \mathbb{R}^q\). And by the triangle inequality

\[
R_9 \leq h^{1/2} \kappa_T \int_{\mathbb{R}^q} \left[ \sum_{t=1}^{T+[Th]} \psi_t(u)H_{st} \right]^2 W(u)du \\
+ h^{1/2} \kappa_T \int_{\mathbb{R}^q} \left[ \frac{1}{T} \sum_{t=1}^T \psi_t(u) \right]^2 W(u)du \\
= Op(T^{-1/2}h^{-3/4}) + O(T^{-1/2}h^{1/4}) \\
= op(1),
\]

where we have used the result

\[
h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^q} \left| \sum_{s=-[Th]}^{t-[Th]} \epsilon_s(u)H_{st} \right|^2 W(u)du = Op(h^{-1/2}),
\]

obtained in Proposition A.1. Therefore, we have shown that \(R_8 + R_9 = op(1)\).

We leave \(\hat{Q}_5\) for now and work on \(\hat{Q}_4\):

Lastly, we need to show \(\hat{Q}_{62} = op(1)\):

\[
\hat{Q}_{62} = -2h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^q} Re \left\{ \left[ \frac{1}{T} \sum_{t=1}^T \epsilon_t(u) \right]^* \left[ \phi_t(u) - \phi_0(u) \right] \right\} \left[ \frac{1}{T} \sum_{t=1}^T \epsilon_t(u) \right]^* W(u)du
\]

\[
= -2h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^q} Re \left\{ \sum_{s=-[Th]}^{t-[Th]} (\psi_s(u)H_{st} + \epsilon_s(u)H_{st}) \right\} \left[ \frac{1}{T} \sum_{t=1}^T \epsilon_t(u) \right]^* W(u)du
\]

\[
= -2h^{1/2} \kappa_T \sum_{t=1}^T \int_{\mathbb{R}^q} Re \left\{ \sum_{s=-[Th]}^{t-[Th]} \psi_s(u)H_{st} \right\} \left[ \frac{1}{T} \sum_{t=1}^T \epsilon_t(u) \right]^* W(u)du
\]

\[
- 2h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^q} Re \left\{ \sum_{s=-[Th]}^{t-[Th]} \epsilon_s(u)H_{st} \right\} \left[ \frac{1}{T} \sum_{t=1}^T \epsilon_t(u) \right]^* W(u)du
\]

\[= \hat{Q}_{621} + \hat{Q}_{622}.
\]

Firstly, \(\hat{Q}_{621} = Op(h^{1/4})\) since \(\sum_{t=1}^{T+[Th]} \psi_s(u)H_{st} = O(1)\) and \(\frac{1}{T} \sum_{t=1}^T \epsilon_t(u) = Op(T^{-1/2})\). For \(\hat{Q}_{622}\), we have shown it is \(op(1)\) in the proof of Theorem A.3. Thus, \(\hat{Q}_{62} = op(1)\).

Combine all terms in \(\hat{Q}_4, \hat{Q}_5,\) and \(\hat{Q}_6\):

\[Th^{1/2} \hat{Q} = \hat{Q}_4 + \hat{Q}_5 + \hat{Q}_6
\]

\[= B + U + \int_{\mathbb{R}^q} \int_0^1 |\psi(u, \tau)|d\tau \left( \int_{\mathbb{R}^q} |\psi(u, \eta)|^2 W(u)d\eta du \right) + op(1).\]
Proof of Theorem 4. Under \( g \equiv g_2 : g_t(X_t) - g_0(X_t) = \alpha_T l_2 \left( X_t, \frac{t/T - \tau_0}{b_T} \right) \), let

\[
\phi_t(u) - \phi_0(u) = \int_{\mathbb{R}^d} \left[ g_t(x) - g_0(x) \right] e^{iu'z} dF_X(x, z) 
= \alpha_T \int_{\mathbb{R}^d} l_2 \left( X_t, \frac{t/T - \tau_0}{b_T} \right) e^{iu'z} dF_X(x, z)
\]

Using the same decomposition as in the proof of Theorem 3, we decompose \( Th^{1/2} \hat{Q} \) to \( \hat{Q}_4, \hat{Q}_5, \) and \( \hat{Q}_6 \). We first investigate \( \hat{Q}_4 \):

\[
\hat{Q}_4 = h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^d} \left| \phi_t(u) - \phi_0(u) \right|^2 W(u) du 
= h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^d} \left| \phi_t(u) - \phi_0(u) \right|^2 W(u) du + h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^d} |\phi_t(u) - \phi_0(u)|^2 W(u) du 
+ 2h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^d} Re \left\{ \left( \phi_t(u) - \phi_0(u) \right) \left( \phi_t(u) - \phi_0(u) \right)^* \right\} W(u) du 
= h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^d} \left| \phi_t(u) - \phi_0(u) \right|^2 W(u) du 
+ h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^d} \alpha_t^2 |\xi_t(u)|^2 W(u) du 
+ 2h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^d} Re \left\{ \left( \phi_t(u) - \phi_0(u) \right) \alpha_t \xi_t(u)^* \right\} W(u) du 
= \hat{Q}_{43} + \hat{Q}_{44} + \hat{Q}_{45}.
\]

For \( \hat{Q}_{43} \):

\[
\hat{Q}_{43} = h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^d} \left| \phi_t(u) - \phi_0(u) \right|^2 W(u) du 
= h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^d} \left| \phi_t(u) - \phi_0(u) \right|^2 W(u) du + h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^d} \alpha_t^2 |\xi_t(u)|^2 W(u) du 
+ 2h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^d} Re \left\{ \left( \phi_t(u) - \phi_0(u) \right) \alpha_t \xi_t(u)^* \right\} W(u) du 
= \hat{Q}_{431} + \hat{Q}_{432} + \hat{Q}_{433}.
\]

By Proposition A.1, we have \( \hat{Q}_{431} = B + U + o(1) \). Given \( l_2 \left( X_t, \frac{1}{Tb_T} \right) \) is twice continuously differentiable with respect to \( t/T \), we have

\[
\xi_t(u) = \xi_t(u) + \xi_t'(u) \left( \frac{s - t}{Tb_T} \right) + \frac{1}{2} \xi_t''(u) \left( \frac{s - t}{Tb_T} \right)^2 + o \left[ \left( \frac{s - t}{Tb_T} \right)^2 \right],
\]

by second-order Taylor expansion around \( t/T \). Therefore,

\[
\hat{Q}_{432} = h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^d} \left| \phi_t(u)H_{st} - \phi_t(u) \right|^2 W(u) du 
= h^{1/2} \sum_{t=1}^T \int_{\mathbb{R}^d} \left| \phi_0(u) + \alpha_t \xi_t(u) \right| H_{st} - \left| \phi_0(u) + \alpha_t \xi_t(u) \right|^2 W(u) du
\]
By similar arguments as in Theorem 3, $\hat{Q}_{43} = B + \text{op}(1)$.

$$\hat{Q}_{44} = h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^q} a_t^2 |\xi_t(u)|^2 W(u)du$$

$$= \frac{1}{Th} \sum_{t=1}^{T} \int_{\mathbb{R}^q} \left| \xi_t(u) \right|^2 W(u)du$$

$$= \int_{\mathbb{R}^q} \int_{\mathbb{R}^q} |\xi(u, \eta)|^2 W(u)d\eta du + \text{op}(1).$$

Next,

$$\hat{Q}_{45} = 2h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^q} \text{Re} \left\{ \left[ \phi_t(u) - \phi_t(u) \right] a_t \xi_t(u)^* \right\} W(u)du$$

$$= 2h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^q} \text{Re} \left\{ \left[ \sum_{s=t-[Th]}^{t+|Th|} \left[ \phi_s(u) + \epsilon_s(u) \right] H_{st} - \phi_t(u) \right] a_t \xi_t(u)^* \right\} W(u)du$$

$$= 2h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^q} \text{Re} \left\{ \left[ \sum_{s=t-[Th]}^{t+|Th|} \left[ a_s \xi_s(u) + \epsilon_s(u) \right] H_{st} - a_t \xi_t(u)^* \right] a_t \xi_t(u)^* \right\} W(u)du$$

$$= 2h^{1/2} a_t^2 \sum_{t=1}^{T} \int_{\mathbb{R}^q} \text{Re} \left\{ \left[ \xi_t(u) - \xi_t(u) \right] H_{st} \xi_t(u)^* \right\} W(u)du$$

$$+ 2h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}^q} \text{Re} \left\{ \left[ \sum_{s=t-[Th]}^{t+|Th|} \epsilon_s(u) H_{st} \right] a_t \xi_t(u)^* \right\} W(u)du$$

$$= \hat{Q}_{453} + \hat{Q}_{454}.$$
\[ h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}} \left| \frac{1}{T} \sum_{t=1}^{T} \phi_t(u) - \phi_0(u) + \varepsilon_t(u) \right|^2 W(u) du \]

\[ = h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}} \left| \frac{1}{T} \sum_{t=1}^{T} a_t \zeta_t(u) + \varepsilon_t(u) \right|^2 W(u) du \]

\[ = h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}} \left| \frac{1}{T} \sum_{t=1}^{T} a_t \zeta_t(u) \right|^2 W(u) du + h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}} \left| \frac{1}{T} \sum_{t=1}^{T} \varepsilon_t(u) \right|^2 W(u) du 

+ 2h^{1/2} \sum_{t=1}^{T} \Re \left\{ \left[ \frac{1}{T} \sum_{t=1}^{T} a_t \zeta_t(u) \right] \left[ \frac{1}{T} \sum_{t=1}^{T} \varepsilon_t(u) \right]^* \right\} W(u) du \]

\[ = \hat{Q}_{51} + \hat{Q}_{52} + \hat{Q}_{53}. \]

Given \( a_t^2 b_t = T^{-1} h^{-1/2} \), we can show

\[ \hat{Q}_{51} = h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}} \left| \frac{1}{T} \sum_{t=1}^{T} a_t \zeta_t(u) \right|^2 W(u) du \]

\[ = a_t^2 h^{1/2} b_t^2 \sum_{t=1}^{T} \int_{\mathbb{R}} \left| \frac{1}{T b_t} \sum_{t=1}^{T} \zeta_t(u) \right|^2 W(u) du \]

\[ = b_t \int_{\mathbb{R}} \left| \frac{1}{T b_T} \sum_{t=1}^{T} \zeta_t(u) \right|^2 W(u) du \]

\[ = b_t \int_{\mathbb{R}} \left| \int_{\mathbb{R}} \zeta(u, \eta) d\eta \right|^2 W(u) du + o(1) \]

\[ = O(b_T). \]

For \( \hat{Q}_{52} \), it is identical to \( \hat{Q}_2 \) and we have shown that \( \hat{Q}_2 = o_p(1) \). Thus \( \hat{Q}_{52} = o_p(1) \). Given \( \zeta_t(u) \) is non-stochastic and \( a_t^2 b_t = T^{-1} h^{-1/2} \),

\[ \hat{Q}_{53} = 2h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}} \Re \left\{ \left[ \frac{1}{T} \sum_{t=1}^{T} a_t \zeta_t(u) \right] \left[ \frac{1}{T} \sum_{t=1}^{T} \varepsilon_t(u) \right]^* \right\} W(u) du \]

\[ = 2h^{1/2} a_t b_t \sum_{t=1}^{T} \int_{\mathbb{R}} \Re \left\{ \left[ \int_{\mathbb{R}} \zeta(u, \eta) d\eta \right] \left[ \frac{1}{T} \sum_{t=1}^{T} \varepsilon_t(u) \right]^* \right\} W(u) du + o(1) \]

\[ = 2Th^{1/2} a_t b_t \int_{\mathbb{R}} \Re \left\{ \left[ \int_0^1 \psi(u, \tau) d\tau \right] \left[ \frac{1}{T} \sum_{t=1}^{T} \varepsilon_t(u) \right]^* \right\} W(u) du + o(1). \]

The order of magnitude of \( \hat{Q}_{53} \) is solely determined by \( \frac{1}{T} \sum_{t=1}^{T} \varepsilon_t(u) \). It is trivial to show that \( \hat{Q}_{53} = o_p(h^{1/4} b_T^{1/2}) = o_p(1) \). Therefore, we have shown that \( \hat{Q}_5 = o_p(1) \). Finally, for \( \hat{Q}_6 \),

\[ \hat{Q}_6 = -2h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}} \Re \left\{ \left[ \phi_t(u) - \phi_0(u) \right] \left[ \phi_0(u) - \phi_t(u) \right]^* \right\} W(u) du \]

\[ = -2h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}} \Re \left\{ \sum_{s=\lceil t - T/2 \rceil}^{t + \lfloor T/2 \rfloor} Y_s e^{iu/2} H_{st} \phi_0(u) \right\} W(u) du \]

\[ = -2h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}} \Re \left\{ \sum_{s=\lceil t - T/2 \rceil}^{t + \lfloor T/2 \rfloor} a_t \zeta_t(u) + \varepsilon_t(u) H_{st} \right\} W(u) du \]

\[ = -2h^{1/2} \sum_{t=1}^{T} \int_{\mathbb{R}} \Re \left\{ \sum_{s=\lceil t - T/2 \rceil}^{t + \lfloor T/2 \rfloor} a_t \zeta_t(u) H_{st} \right\} \left[ \frac{1}{T} \sum_{t=1}^{T} \varepsilon_t(u) \right]^* W(u) du \]
Appendix B. Supplementary material

Supplementary material related to this article can be found online at https://doi.org/10.1016/j.jeconom.2018.12.014.
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